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1 Introduction

Intersection homology, originally developed by Goresky and MacPherson (12) as a tool to

study singular spaces, is a homology theory that controls how singular simplices are allowed

to intersect singularities. An important feature of intersection homology is that it satisfies

a version of Poincaré duality for stratified spaces —spaces that are not quite manifolds, but

are comprised of manifold layers. Goresky and Macpherson first proved Poincaré duality

for piecewise-linear pseudomanifolds (12) (these include algebraic and analytic varieties) by

defining an intersection pairing and later extended their results to topological pseudomani-

folds (13) using sheaf-theoretic methods.

More recently, Friedman and McClure have given a new proof of Poincaré duality for in-

tersection (co)homology by defining cup and cap products on intersection (co)homology and

establishing the existence of fundamental classes for oriented topological pseudomanifolds

(11). In (10), the authors go further and prove that regular covers of orientable pseudo-

manifolds satisfy universal Poincaré duality (in the sense of Ranicki (17)) for intersection

(co)homology. Furthermore, they show there is a symmetric signature for Witt spaces. Here,

universal Poincaré duality is a version for regular covering spaces (possibly non-compact),

which is equivariant over the action by the group of deck transformations, and its importance

stems from surgery theory. We should remark that while there may be interest in establishing

Poincaré duality for intersection (co)homology via cap products for its own right, in order

to employ Ranicki’s algebraic techniques to define symmetric signatures, it is necessary to

establish duality through a concrete isomorphism as opposed to the abstract isomorphisms

achieved with sheaf-theoretic methods (i.e. Verdier duality).
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A primary purpose of the present dissertation is to extend the work of Friedman and

McClure (10) by proving a universal Poincaré duality theorem using covers over the regular

strata. In particular, our approach will allow us to also consider possibly non-orientable

topological pseudomanifolds. For example, the cone on projective space, cRP2, is a non-

orientable pseudomanifold that has no non-trivial covers. Consider, though, the cone of the

orientation cover S2 → RP2. While the map, cS2 → cRP2, is not an even cover, it is a

branched cover in the sense of Fox (4). Thus, we are led to consider topological branched

covers. Beyond issues as in the previous example, there is also historical precedence to

study the intersection homology of covers of the regular stratum. For instance, intersection

homology with local coefficients defined solely over the regular stratum were studied by

Goresky and MacPherson in (13).

We now give an outline of our results by section.

Section 2: Definition and basic properties. In this section we introduce intersec-

tion chain complexes for covering spaces of the regular stratum. These are defined through

what we call extended simplices, and their definition is motivated by intersection homology

with local coefficients defined over the top stratum of a pseudomanifold. Since extended

simplices are a vital concept to the thesis, we present their definition below.

Definition 1.0.1 (Definition 2.1.2). Let X be a stratified pseudomanifold, and let Xreg

denote the set of regular points. We also let Σ denote the set of singular points. Let ν be

any covering of Xreg and let R be a commutative ring with unity. We will call an ordered

pair (σ̃, σ) an extended j-simplex where σ : ∆j → X and σ̃ : σ−1(Xreg) → E(ν)1 is a lift of

σ. Moreover, we will call im(σ) the base image of (σ̃, σ) and im(σ̃) the lifted image of (σ̃, σ).

1We use ν to denote the data of a covering space. Here denotes E(ν) is the total space of the cover.
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We define Sν∗ (X;R) by

Sν∗ (X;R) : = The free R-module generated by extended simplices modded out

by extended simplices whose base image lie in Σ.

For a perversity p defined on the strata of X, we can then determine p-allowability of an

extended simplex in an analogous fashion to intersection homology with local coefficients by

defining an extended simplex (σ̃, σ) to be p-allowable if σ is p-allowable. What’s more, we

may consider the chain complex consisting of p-intersection chains of Sν∗ (X;R), which we

denote by IpSν∗ (X;R), and whose homology we denote by IpHν
∗ (X;R).

In terms of generalizing the universal duality results of Friedman and McClure (10), the

cover ν of Xreg takes on the role of what in their cases are covers of the entire space X.

Beyond their utility to define intersection homology of covering spaces of the regular

stratum, extended simplices may also be applied to form another approach to intersection

homology with local coefficients. This is the content of Section 2.2. Recall for ordinary

homology there are two approaches to local coefficients (14, Section 3.H). One is to consider

the homology of chain complexes of the form A ⊗R[π] S∗(X̃;R), where X̃ → X is a regular

cover of X and A is a right R[π]-module. For the second, we consider local coefficient systems

E → X, whose fibers are R-modules, and lifts of singular simplices to E with operations

taking place in E . It’s well known these two approaches are equivalent (14, Proposition

3H.4), and because of this, the terminology of local coefficients is used interchangeably

between the two. In order to reduce confusion, we will refer to the former as homology with
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twisted coefficients and to the latter as homology with local coefficients. Because intersection

homology with local coefficients may be defined with local coefficients defined solely over the

regular stratum, the approach of homology with twisted coefficients motivates our definition

of intersection homology with twisted coefficients, reproduced below.

Definition 1.0.2 (Definition 2.2.7). Let ν be a connected regular cover of Xreg with deck

transformation group π, and let A be a right R[π]-module. The p-intersection chain complex

with twisted coefficients is defined to be the p-intersection chains of A⊗R[π] S
ν
∗ (X;R) and is

denoted by IpS̃ν∗ (X;A). The homology of this chain complex is denoted IpH̃ν
∗ (X;A).

As expected, the approach of intersection homology with twisted coefficients is equivalent

to intersection homology with local coefficients, which we prove in the theorem restated

below.

Theorem 1.0.3 (Theorem 2.2.11). Let X be a stratified pseudomanifold with Xreg connected

and with perversity p ≤ t. Let ν be a regular cover of Xreg with deck transformation group

π, and let A be a right R[π]-module (R a commutative ring with unity). Let p : E → Xreg

denote the system of local coefficient R-modules over Xreg associated to the R[π]-module A

and the cover ν. Then there is an isomorphism of chain complexes between the intersection

chain complex with twisted coefficients IpS̃ν∗ (X;A) and the intersection chain complex of

local coefficient system R-modules IpS∗(X; E).

This theorem allows us to carry over to intersection homology with twisted coefficients

all the standard results of intersection homology such as the cone formula, excision, and

Mayer-Vietoris long exact sequences. Moreover, by proving a generalization of Shapiro’s

4



lemma (Lemma 2.2.13), we can apply the above theorem to also carry over these standard

results to IpHν
∗ (X;R).

Section 3: Cross product and Künneth theorem. Following the direction of Fried-

man, we prove a version of the Künneth theorem for the intersection homology of regular

stratum covers. As pointed out by Friedman (see for instance (5), (6)), the approach of

acyclic models is unavailable to intersection homology since the intersection homology of

a contractible space can be nontrivial. As an alternative approach, Friedman uses shuffle-

products to define a cross product map and proves a bi-perversity version of the Künneth

theorem.

More precisely, let X and Y be stratified pseudomanifolds with perversities p and q,

respectively. The idea presented by Friedman 2 is to consider a perversity Qp,qdefined on the

strata of X × Y by

Qp,q(S × S ′) =



p(S) + q(S ′) + 2 if S, S ′ are both singular

p(S) if S is singular and S ′is regular

q(S ′) if S is regular and S ′ is singular

0 if S, S ′ are both regular.

He then shows that the cross product induces a quasi-isomorphism IpS∗(X;F )⊗F IqS∗(Y ;F )→

IQp,qS∗(X × Y ;F ), where F a field 3. Applying the techniques used by Friedman, we are

also able to prove a Künneth theorem. The non-relative version is presented below.

2Friedman proves the Künneth theorem for other choices of Qp,q as well, but the choice we use will be
sufficient for our purposes.

3Friedman actually proves a Künneth theorem over any Dedekind domain (5, Theorem 6.56)
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Theorem 1.0.4 (Theorem 3.4.1). Let F be a field and let X and Y be stratified pseudo-

manifolds with perversities p ≤ t and q ≤ t; respectively. Let ν be a cover for Xreg and ϑ a

cover for Yreg. Then the cross product induces an isomorphism

× : H∗(I
pSν∗ (X;F )⊗ IqSϑ∗ (Y ;F ))→ IQHν×ϑ

∗ (X × Y ;F ).

Besides being a computational tool, the Künneth theorem is also a vital step in defining cup

and cap products for intersection (co)homology (11). Just as acyclic methods are unavail-

able to intersection homology, the “front face/back face” method of defining cup products

also fails for intersection cohomology. The issue here is that while a simplex may satisfy

allowability conditions, there is no guarantee that the front face and back face of the simplex

will also be allowable. We refer the reader to Friedman’s book in progress (5, Subsection

7.2.1) for a detailed discussion on the topic of products in intersection (co)homology.

Section 4: Finitely branched coverings of pseudomanifolds. Branched covers may

be described topologically in the language of spreads developed by R.H. Fox (4) 4. A spread

is a map g : Y → Z between T1 spaces such that the connected components of pre-images of

open sets form a basis for the topology of Y . We call a point of Z an ordinary point if it may

be evenly covered by the spread. The set of ordinary points is denoted by Zo. A complete

spread (Definition 4.1.4) is, heuristically speaking, a spread with no “missing pieces”. For

example, the map C − {0} z2−→ C is a non-complete spread; however, this spread may be

completed by including 0 in the domain. In fact, every spread has a unique completion

(Definition 4.1.6) according to the following theorem due to Fox.

4Besides Fox’s original paper, a recent treatment of spreads and branched covers is given in (1) and
includes interesting examples of more exotic spreads. For example, it is possible for a spread to have a fiber
homeomorphic to the Cantor set.
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Proposition 1.0.5 (Proposition 4.1.8). Let f : X → Z be a spread. Then f has a completion

g : Y → Z; that is, g is a complete spread that is an extension of f . Moreover, the completion

is unique in the following sense. If g′ : Y ′ → Z is any other completion of f : X → Z, then

there exists a homeomorphism φ : Y → Y ′ such that g′φ = g and φ|X = idX .

It’s important to realize that spreads and their completions are sensitive to target spaces.

For example, the double cover C − {0} z2−→ C − {0} is a complete spread, but as we noted

earlier the map C− {0} z2−→ C is not complete.

Another consequence in our study of spreads is we reprove Padilla’s functoriality of

normalization (16) by taking the completion of the inclusion of the regular strata, Xreg ↪→ X.

The completion is the normalization (16) of X (Example 4.1.7).

Next, we give a loose definition of topological branched covers. A branched covering is,

a complete spread g : Y → Z such that “most” of the points of Z are ordinary. More

technically, Zo (the set of ordinary points) is a dense subset. What’s more, the definition

also requires g−1(Zo) to be dense. There are other connectivity assumptions, but we will not

discuss those now. See Definition 4.2.3 for the full definition.

Fox also defines a branching index to give a measurement to the “amount of branching”.

As an illustrating example, take the map C z2−→ C. This is a branched cover and we have

that the branching index at the origin is 2 and the branching index of any other point is 1.

With Fox’s machinery laid out, we then go on to prove the main result of this section.

Let Z be a normal5 connected pseudomanifold, and consider a cover ν of Zreg. We prove

that the completion of E(ν) → Z, where E(ν) denotes the total space of the cover ν, is a

5We need Z to be normal here from the definition of branched coverings which will require Zreg to be
locally connected in Z.
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branched cover (this follows by Proposition 4.2.4); moreover, if it is a finitely branched cover

we have the following.

Theorem 1.0.6 (Theorem 4.3.3). Let Z be a connected normal stratified n-dimensional

pseudomanifold, and let ν be the data associated to an unbranched covering of Zreg. Let

g : Y → Z be the branched covering associated to the pre-branched covering E(ν) → Z.

If g : Y → Z is a finitely branched covering, then Y is a connected normal stratified n-

dimensional pseudomanifold with stratification induced by the filtration Y i = g−1(Zi) where

Zi is the filtration inducing the stratification of Z.

The proof is by induction on depth with the inductive step provided by Lemma 4.3.1. The

idea is that in order to preserve compact links in the completion, we must require finite

branching indices. We also show in Proposition 4.3.4 that branching indices are controlled

by the pseudomanifold’s strata.

In Section 4.4 we show that the intersection homology of a finitely branched cover is

isomorphic to the intersection homology of the underlying regular stratum covering. More

precisely, if ν is a cover of Xreg such that the completed branched cover X̃ → X of ν is

finitely branched, then in Theorem 4.4.3 we show there is an isomorphism

IpHν
∗ (X;R) ∼= IpH∗(X̃;R).

The proof is similar to the proof that normalizations of pseudomanifolds preserve intersection

homology. Because of this isomorphism we use the terms intersection homology of branched

cover and the intersection homology of a regular stratum cover interchangeably.
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Section 5: Fundamental classes with twisted coefficients Friedman and McClure

show the existence and uniqueness of fundamental classes for oriented pseudomanifolds in

(11). This section generalizes these results to possibly non-orientable pseudomanifolds with

coefficients twisted by the orientation character.

We begin by recalling one construction of twisted fundamental classes from manifold

theory. Our direction follows the approach in Hatcher (14, Example 3H.3). If Mn is a

connected closed n-manifold, we may consider the orientation cover, M̂ → M , which pos-

sesses a non-trivial orientation-reversing deck transformation involution τ : M̂ → M̂ . By

an abuse of notation, we also use τ to denote the isomorphism Z2 → Aut(Z). For a com-

mutative ring with unity R, we let Rτ denote the right R[Z2]-module induced by τ . Let

S∗(M ;Rτ ) = Rτ ⊗R[Z2] S∗(M̂ ;R). From (14, Example 3H.2), there is a long exact sequence

→ Hj(M ;Rτ )→ Hj(M̂ ;R)→ Hj(M ;R)→ Hj−1(M ;Rτ )→ .

Using that M̂ is an orientable manifold one can show the existence and uniqueness of a

twisted fundamental class Γ ∈ Hn(M ;Rτ ) that generates Hn(M ;Rτ ) ∼= R. Furthermore, the

twisted fundamental class has the defining property of being the unique element mapping to

the fundamental class of M̂ in the long exact sequence above, with M̂ given the canonical

choice of orientation from the construction of orientation covers.

One difficulty with attempting to generalize the above construction of twisted fundamen-

tal classes to pseudomanifolds is that pseudomanifolds do not have orientation covers as we

saw earlier in the case of cRP2. However, let X be a normal stratified pseudomanifold, and

consider the orientation cover X̂reg → Xreg. Applying the results of Section 4, the orientation
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cover of Xreg extends to a branched orientation cover X̂ → X (Proposition 5.2.1); moreover,

there is a nontrivial orientation-reversing deck transformation involution τ : X̂ → X̂. Con-

tinuing to follow the approach from manifold theory, we show in this section that there is a

long exact sequence in the proposition below.

Proposition 1.0.7 (Proposition 5.2.4). Let R be a commutative ring with unity and also

assume 1
2
∈ R. Let X be a stratified normal pseudomanifold with branched orientation cover

X̂ → X, and let U ⊂ X be open. Let p ≤ t be a perversity on X.Then there exists a long

exact sequence

- IpHj(X,U ;Rτ ) - IpHj(X̂, Û ;R) - IpHj(X,U ;R) - IpHj−1(X,U ;Rτ ) -

The reader may have noticed the extra assumption that 1
2
∈ R. This assumption is not too

unreasonable since in the case R is a field (which duality requires for intersection homology

without further restrictions on the base ring) and R is characteristic 2, then it is orientable

and duality results hold by the work of Friedman and McClure. The reason this is needed to

prove the proposition above is to show the map IpS∗(X̂;R)→ IpS∗(X;R), which is induced

by the branched cover X̂ → X, is surjective. In the case of manifolds there is no issue

because one may simply lift singular simplices. However, if x ∈ IpS∗(X;R) and x̂ is a choice

of “lift”, then while x̂ is p-allowable, there is no guarantee that ∂x̂ will also be p-allowable,

since cancellations which occur downstairs in X for ∂x may not occur upstairs in X̂ for ∂x̂.

If we instead consider 1
2
x̂+ 1

2
τ x̂, then this will be a p-intersection chain that maps to x.

10



Once we have the long exact sequence above, we then apply results of Friedman and

McClure (11) on orientable pseudomanifolds to prove existence and uniqueness of twisted

fundamental classes over compact subsets. The key theorem is restated below.

Theorem 1.0.8 (Theorem 5.3.1). Let X be a normal stratified n-dimensional pseudomani-

fold with orientation branched cover p : X̂ → X. Let p ≤ t be a perversity on X. Let R be

a commutative ring with unity and assume 1
2
∈ R. For a subspace A ⊂ X, let Â = p−1(A)

and let K ⊂ X be compact.

1. IpHi(X,X −K;Rτ ) = 0 for i > n.

2. There exists a unique ΓK ∈ IpHn(X,X − K;Rτ ) such that ΓK 7→ ΓK̂ in the exact

sequence of Proposition 5.2.4 where ΓK̂ is the fundamental class over K̂ (see (11,

Definition 5.9) for the definition of fundamental classes over a compact set in the

orientable case) with X̂ given the tautological orientation (Remark 5.2.2).

3. If L ⊂ K is compact, then ΓK maps to ΓL under the map IpHn(X,X − K;Rτ ) →

IpHn(X,X − L;Rτ ).

For pseudomanifolds not necessarily normal we use normalizations to prove a generalization

of the proposition above to all pseudomanifolds (Theorem 5.4.4).

Section 6: Technical preliminaries. This is a technical section which may be seen

as our analogue of (10, Section 6). It’s here we see the algebraic problems that arise when

attempting to prove a universal duality theorem for coverings of the regular stratum. In

particular, a key step in Friedman and McClure’s proof of universal duality for oriented

pseudomanifolds is the quasi-isomorphism below (10, Proposition 6.1), which appears in the

definition of their algebraic diagonal map (which is used to define the cap product).
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F ⊗F [π] I
pS∗(X̃;F )→ IpS∗(X;F )

Here X̃ → X is a regular cover. For ordinary homology, the above map is an isomorphism

and is an easy exercise. One just uses that S∗(X̃;F ) is a free F [π]-module with basis given

by choosing lifts of singular simplices which generate S∗(X;F ). For intersection homology,

though, there are allowability issues. For example, if x ∈ IpS∗(X;F ) then we can find an

element y ∈ F ⊗F [π]S∗(X̃;F ) which maps to x, but we also need to have that we can find a y

of the form y = 1⊗ z where z ∈ IpS∗(X̃;F ). While we can find y such that z is p-allowable,

there is no guarantee that ∂z will be allowable since the cancellations which occur for ∂x

may not occur upstairs in the lift ∂z.

Nevertheless, Friedman and McClure show the map above is a quasi-isomorphism. The

idea of their proof is to make a local to global argument since in the case W is evenly covered

we have that F ⊗F [π] I
pS∗(W̃ ;F ) ∼= IpS∗(W ;F ) as chain complexes.

We would like to consider branched covers of X. In the case X̃ is branched cover, though,

we lose the ability to cover X by evenly covered open sets; we are not able to a priori make

the same local to global argument of Friedman and McClure. For if W is any open subset of

X, all we know is that IpS∗(W̃ ;F ) is an F [π]-submodule of the free F [π]-module S∗(W̃ ;F ).

In general, though, we have no knowledge of the group ring F [π] (for example, if it’s a

PID). Even if we did know that F [π] were a PID, which would imply IpS∗(W̃ ;F ) is a free

F [π]-module; in order to mimic the local to global argument of Friedman and McClure, we

need to know that H∗(F ⊗F [π] I
pS∗(W̃ ;F )) satisfies the local computations of intersection

homology such as a cone formula. There are issues though in proving a cone formula. For
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example, if W = cL with L a (k − 1)-dimensional compact pseudomanifold, then a cone

formula would require Hk−1−p({v})

(
F ⊗F [π] I

pS∗(c̃L;F )
)

= 0. However, from the universal

coefficients theorem we have

Hk−1−p({v})

(
F ⊗F [π] I

pS∗(c̃L;F )
)
∼=F ⊗F [π] I

pHk−1−p({v})(c̃L;F )⊕ Tor
F [π]
1

(
IpHk−2−p({v})(c̃L;F ), F

)
.

By the cone formula for ordinary intersection homology, we know that the left factor in the

direct sum above vanishes, but there is no guarantee that the torsion term vanishes. Thus,

we do not have a cone formula in general even in the case F [π] is a PID.

However, as we saw in Section 4, if we want the branched cover X̃ to be a pseudomanifold

we need to assume the branching indices are all finite. For the sake of simplicity, assume

that X̃ → X is a finitely fibered regular branched cover so that it is also finitely branched.

This implies that π is a finite group, so we can apply Maschke’s theorem which states that

if char(F ) does not divide |π| (always the case for F = Q), then F [π] is semi-simple. In

particular, every module over F [π] is projective (18, Theorem 4.2.2), in particular, flat.

With this knowledge, we can achieve a cone formula (Lemma 6.2.9) to extend Friedman and

McClure’s local to global argument to our case whenever we have finitely branched covers,

at the cost of restrictions on the characteristic of the base field.

Actually, by Lemma 6.2.7 all we need to make a local to global argument is to assume

that X̃ is a finitely branched covering and that char(F ) does not divide branching indices,

which includes the possibility of infinite fibers. The quasi-isomorphism in Proposition 6.2.11

is then one main ingredient that allows us to extend cap products later in Section 7 to include

cap products for finitely branched covers. The other main ingredient is Proposition 6.2.12,
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which is a generalization of (10, Proposition 6.5). We go into more detail later, but essentially

Proposition 6.2.12 says the Künneth theorem for X × X is preserved upon tensoring over

the diagonal action of F [π].

Section 6.3 is dedicated to universal cohomology (Definition 6.3.1). This is the dual

to intersection homology of finitely branched covers in our universal duality theorem. We

also prove that universal cohomology satisfies all the expected local computations such as a

version of the cone formula. Our proof of these local results again relies on finitely branched

covers and using that the group ring of deck transformations is “locally” semi-simple with

appropriate assumptions on the characteristic of the underlying field.

Section 7: Poincaré duality theorems. The last section is dedicated to the main

results of the thesis. In Section 7.1 we define the relevant algebraic diagonal map needed to

define a cap product for finitely branched covers by using our results from Section 6. We also

show that our cap product has all the expected naturality properties in Proposition 7.1.3 and

Proposition 7.1.4. In Section 7.2 we prove universal duality for finitely branched covers. We

first define universal cohomology with compact supports in the obvious way as well as the

duality map defined via cap products. In the theorem below, IcpH
∗
ν(X;F ) denotes universal

intersection cohomology with compact supports. The condition of F being ν-good in the

theorem below is our terminology which states that the characteristic of F cannot divide

the branching indices of the branched cover induced by ν. We note that Q will always be

ν-good, and that if X is compact there are only finitely many integers char(F ) cannot divide

for the theorem to hold (Corollary 4.3.6).
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Theorem 1.0.9 (Theorem 7.2.1). Let X be a stratified pseudomanifold with Xreg connected

and with perversity 0 ≤ p ≤ t and dual perversity q. Let ν be locally finite unbranched

oriented regular connected cover of Xreg with deck transformation group π. Let F be a ν-

good field. Then,

D : IcpH
∗
ν(X;F )→ IqHν

∗ (X;F )

is an isomorphism of F [π]-modules.

In the case X is compact, the map in the theorem is given by D(α) = (−1)dim(α)·dim(X)α∩Γ,

where α ∈ IpH
∗
ν(X;F ) and Γ is the twisted fundamental class of X. For the sign in our

definition of the duality map, see (9, Section 4.1), where the sign appears to make the duality

map a chain map of appropriate degree. Our argument to prove universal duality for finitely

branched covers follows that of (11, Theorem 6.3), which in turn, follows Hatcher’s proof of

Poincaré duality in (14). The argument is through induction on depth(X) by making a local

to global to argument and a Zorn’s lemma argument using a diagram between Mayer-Vietoris

long exact sequences. Commutativity of this diagram is shown in Section 7.3.

Finally, in Section 7.4 we show there is a non-universal Poincaré duality via cap products

for a special class of coefficient systems (with pseudomanifolds possibly non-orientable). In

the theorem below, the tildes indicate that the coefficients are twisted. We also note that

At denotes the left F [π]-module on A induce by the twisted involution.
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Theorem 1.0.10 (Theorem 7.4.3). Let X be a stratified n-dimensional pseudomanifold with

Xreg connected, and let ν be a connected locally finite unbranched oriented regular cover of

Xreg with deck transformation group π. Let F be a ν-good field and A be a right F [π]-module.

Then

D : IcpH̃
∗
ν (X;At)→ IqH̃ν

∗ (X;A)

is an isomorphism of F -vector spaces where p and q are dual perversities.

As a last corollary, we extend the duality results of (11) to include cases of possibly

non-orientable pseudomanifolds. We recall from earlier that F τ denotes the F [Z2]-module

with underlying field F and Z2-action induced by the isomorphism τ : Z2 → Aut(Z). We

also use o in the corollary to denote the orientation cover of Xreg.

Corollary 1.0.11. Let X be a stratified pseudomanifold, and let F be a field with charF 6= 2.

Let 0 ≤ p ≤ t be a perversity on X with dual perversity q. Then we have F -vector space

isomorphisms

• D : IcpH̃
∗
o (X;F τ )→ IqH∗(X;F )

• D : IcpH
∗(X;F )→ IqH∗(X;F τ ) = IqH̃o

∗(X;F τ ).
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2 Definition and basic properties

2.1 Intersection homology for coverings of the regular stratum

Set up and definition

Let X be a stratified pseudomanifold with singular set Σ. We also let Xreg = X −Σ be the

set of regular points of X. Let ν = (E(ν), Xreg, pν) denote the data for a covering of Xreg.

That is, E(ν) is the total space, Xreg is the base space, and pν : E(ν)→ Xreg is the covering

map.

Remark 2.1.1. We note that although this is not standard notation for covering spaces,

this will be a notational aid for our purposes. Our notation is inspired by notation used by

some authors for vector bundles.

Definition 2.1.2. Let R be a commutative ring with unity. We will call an ordered pair

(σ̃, σ) an extended j-simplex where σ : ∆j → X and σ̃ : σ−1(Xreg) → E(ν) is a lift of σ.

Moreover, we will call im(σ) the base image of (σ̃, σ) and im(σ̃) the lifted image of (σ̃, σ).

We define Sνj (X;R) by

Sνj (X;R) : = The free R-module generated by extended j-simplices modded out

by extended j-simplices whose base image lie in Σ.

We also use the standard notation Sν∗ (X;R) :=
⊕

j S
ν
j (X;R). More generally, for a right

R-module M we define Sν∗ (X;M) := M ⊗R Sν∗ (X;R).
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Before verifying that this forms a chain complex under the obvious boundary map, we

take a moment to go over how one should think of extended simplices. The cover ν only

covers Xreg, so a generic k-simplex σ : ∆k → X will not be guaranteed to a have a lift to

E(ν). Thus, we consider the best possible lifts, namely, we lift σ|σ−1(Xreg) : σ−1(Xreg)→ Xreg.

So an extended k-simplex (σ̃, σ) simultaneously lifts “most” of σ while keeping track of the

k-simplex which was lifted. The utility here is that we can consider how σ intersects the

strata of X to determine allowability. This is sort of a covering space version of intersection

homology with local coefficients, where the local coefficients are over the regular stratum.

We may turn Sν∗ (X;M) into a chain complex as follows. If ∆j has ordered vertices

v0, . . . , vj, then we will use the convention that for k = 0, . . . , j the k-th face of ∆j is the

face spanned by v0, . . . , vk−1, vk+1, . . . , vn. So for k = 0, . . . , j we let ∂jk be the map which

takes ∆j−1 to the k-th face of ∆j. Then we have a boundary map given by

∂

(∑
i

mi(σ̃i, σi)

)
=
∑
i,k

(−1)kmi(σ̃i∂
j
k, σi∂

j
k).

Here σ̃∂jk = σ̃|(σ∂jk)−1(Xreg). We note that if σ−1(Xreg) = ∅ then we also have that (σ∂jk)
−1(Xreg) =

∅. Hence, (σ̃∂jk, σ∂
j
k) = 0 by definition which means that ∂(σ̃, σ) = 0 whenever σ−1(Xreg) = ∅.

Thus, we have a well defined map ∂ : Sνj (X;M)→ Sνj−1(X;M) and we have ∂∂ = 0 (which

we verify below) so that Sν∗ (X;M) is a chain complex.

Proof that ∂∂ = 0. First, notice for k ≤ l we have ∂jk∂
j−1
l = ∂jl+1∂

j−1
k and for k > l we have

∂jk∂
j−1
l = ∂jl ∂

j−1
k−1. The former follows since the l-th face of the k-th face of ∆j will be the l-th

face of the j−1-simplex spanned by the ordered vertices v0, . . . , vk−1, vk+1, . . . , vj which when-

ever k ≤ l is by definition the j−2 simplex spanned by the vertices v0, . . . , vk−1, vk+1, . . . , vl, vl+2, . . . , vj.
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However, this is the same as the (l+1)-st face of the k-th face of ∆j since this is the (l+1)-st

face of the j−1 simplex spanned by the ordered vertices v0, . . . , vk−1, vk+1, . . . , vj which when-

ever k ≤ l is by definition the j−2 simplex spanned by the vertices v0, . . . , vk−1, vk, . . . , vl, vl+2, . . . , vj.

So we see that the k-th face of the l-th face of ∆j is the same as the (l + 1)-st face of the

k-th face of ∆j which means that ∂jk∂
j
l = ∂jl+1∂

j
k. For the case k > l we claim this is actually

the previous case after a change of variables. To see this let k′ = l and let l′ = k − 1. Then

notice that if 0 ≤ l ≤ j − 1, then 0 ≤ k′ ≤ j so that ∂jk′ is defined. Also, if k > l, then k > 0

and so 1 ≤ k ≤ j which means that 0 ≤ l′ ≤ j − 1 so that ∂j−1
l′ is also defined. But now if

k > l then that means that k − 1 ≥ l so that l′ ≥ k′. Thus, ∂jl ∂
j−1
k−1 = ∂jk′∂

j−1
l′ and k′ ≤ l′.

Thus, we can use the above argument to see that ∂jk′∂
j−1
l′ = ∂jl′+1∂

j−1
k′ . Plugging back in k

and l we see that ∂jl′+1∂
j−1
k′ = ∂jk∂

j−1
l . Hence, we have shown that for k > l, ∂jk∂

j−1
l = ∂jl ∂

j−1
k−1.

To ease the computation in what follows we will set βk,l = ( ˜σ∂jk∂
j−1
l , σ∂jk∂

j−1
l ). Thus, for

k = 0, . . . , j and for l = 0, . . . , j − 1 we have that

βk,l = βl,k−1 whenever k > l. (1)

First note by a change of variable t = l+1 we have
∑

k≤l(−1)k(−1)lβk,l =
∑

k≤t−1(−1)k(−1)t−1βk,t−1.

Of course t is a dummy variable so we can just write this as
∑

k≤l−1(−1)k(−1)l−1βk,l−1 =∑
k<l(−1)k(−1)l−1βk,l−1 =

∑
l>k(−1)k(−1)l−1βk,l−1. We make a further variable change by

relabeling k to be l and l to be k. That is, we have
∑

l>k(−1)k(−1)l−1βk,l−1 =
∑

k>l(−1)l(−1)k−1βl,k−1.

However, whenever k > l we have by 1.1 that βl,k−1 = βk,l Hence, we have shown that

∑
k≤l

(−1)k(−1)lβk,l =
∑
k>l

(−1)k−1(−1)lβk,l. (2)
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So we have

∂∂(σ̃, σ) =∂

(∑
k

(−1)k(σ̃∂jk, σ∂
j
k)

)

=
∑
k

∑
l

(−1)k(−1)lβk,l

=
∑
k≤l

(−1)k(−1)lβk,l +
∑
k>l

(−1)k(−1)lβk,l

=
∑
k>l

(−1)k−1(−1)lβk,l +
∑
k>l

(−1)k(−1)lβk,l by (1.2)

=−
∑
k>l

(−1)k(−1)lβk,l +
∑
k>l

(−1)k(−1)lβk,l

=0.

Hence, ∂∂ = 0.

Before defining intersection chain complexes, we recall the definition of perversities. A

perversity on a stratified pseudomanifold X is a function p : {strata of X} → Z. We will call

an extended simplex (σ̃, σ) p-allowable if σ is p-allowable. Recall that a singular k-simplex

σ : ∆k → X is p-allowable if for each stratum S of X,

σ−1(S) ⊂ (k − codim(S) + p(S))− skeleton of ∆k

We will call a chain ξ ∈ Sν∗ (X;M) p-allowable if ξ may be written as a sum ξ =∑
mi(σ̃i, σi), where mi ∈M and mi 6= 0 and each σi is p-allowable.
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Next, we define a few submodules of Sν∗ (X;M). While we do not study these submodules

for their own right, they come up often enough in arguments we make in proving various

results about intersection chain complexes that we introduce new notation. Before we make

the definition, though, we prove a consequence of the condition p ≤ t that will be used in

the definition below. We recall for the reader that t is the top perversity and is defined by

t(S) = codim(S)− 2 for each singular stratum. We prove that if σ : ∆k → X is p-allowable,

then int(∆k) ⊂ σ−1(Xreg) and int(∂∆k) ⊂ (σ ◦ ∂j)−1(Xreg), where ∂j is the j-th face map.

If σ is a p-allowable k-simplex and p ≤ t, then for each singular stratum S we have

σ−1(S) ⊂ (k − codim(S) + p(S))− skeleton of ∆k

⊂ (k − codim(S) + t(S))− skeleton of ∆k

= (k − codim(S) + codim(S)− 2)− skeleton of ∆k

= (k − 2)− skeleton of ∆k

So if x ∈ int(∆k)∪ int(∂∆k), it cannot be the case that x ∈ σ−1(S) for any singular stratum

S (we are assuming X has no singular strata of codimension 1); and therefore, we must have

x ∈ σ−1(Xreg) since σ(x) must belong to some stratum of X.

Definition 2.1.3. We define Ŝνk (X;M) to be the submodule of Sνk (X;M) generated by

extended k-simplices (σ̃, σ) with int(∆k) ⊂ σ−1(Xreg).

Next, we define pSνk (X;M) to be the submodule of Sνk (X;M) generated by p-allowable

extended k-simplices.
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Notice that if p ≤ t (a condition we always require in our paper), then by our work

preceding the definition we have the inclusions pSν∗ (X;M) ⊂ Ŝν∗ (X;M) ⊂ Sν∗ (X;M) as our

above work shows the generators of pSν∗ (X;M) satisfy the definition of Ŝν∗ (X;M). Our above

work also shows ∂ (pSν∗ (X;M)) ⊂ Ŝν∗ (X;M) so that the boundary map satisfies

∂ : pSν∗ (X;M)→ Ŝν∗ (X;M).

An important point is that pSν∗ (X;M) and Ŝν∗ (X;M) will not in general be chain com-

plexes. This is because while x ∈ pSνk (X;M) may be a sum of p-allowable k-simplices, there

is no guarantee that ∂x will be a sum of allowable (k − 1)-simplices.

We also note that if ν is a regular cover, then Ŝν∗ (X;R), and pSν∗ (X;R) are free R[π]-

modules, where π denotes the group of deck transformations of the cover ν. To see this, for

each k-simplex σ with int(∆k) ⊂ σ−1(Xreg) choose a single lift σ̃ : σ−1(Xreg)→ E(ν). Then,

{(σ̃, σ)} provides an R[π]-basis for Ŝν∗ (X;R) (here we are using that the deck transformation

action of a regular cover is transitive). The same proof shows that pSν∗ (X;R) is also free

R[π]-modules.

In the proceeding paper we will want to show numerous intersection chain complexes

are isomorphic. The property of being a free R[π]-module will allow us to make arguments

which mimic standard arguments from ordinary homological algebra and we will then apply

Lemma 2.2.10 below to show intersection chain complexes are also isomorphic.

We may now define the intersection homology for a covering of the regular stratum.

Definition 2.1.4. We define the ν-extended intersection chain complex of X, denoted

IpSν∗ (X;M), to be all chains ξ ∈ Sν∗ (X;M) such that ξ and ∂ξ are both p-allowable.

22



First, we can see this forms an R-module from the equality IpSν∗ (X;M) = pSν∗ (X;M) ∩

∂−1 (pSν∗ (X;M)). Secondly, IpSν∗ (X;M) is indeed a chain complex because if ξ ∈ IpSν∗ (X;M),

then ∂ξ is by definition p-allowable and ∂∂ξ = 0 is trivially p-allowable so we have ∂ξ ∈

IpSν∗ (X;M). The ν-extended intersection homology of X, denoted IpHν
∗ (X;M), is the ho-

mology of this chain complex. Also, observe that IpSν∗ (X;M) ⊂ pSν∗ (X;M) ⊂ Ŝν∗ (X;M).

Before turning to the next section, we take a moment to compare our ν-extended in-

tersection chain complexes with ordinary intersection chain complexes. In (10) the authors

study regular covers of stratified pseudomanifolds X̃ → X and they prove a version of uni-

versal Poincaré duality for intersection homology. However, for intersection homology, a

well-known fact is that one may define intersection homology with local coefficients defined

only on the regular stratum. This motivates our definition of IpHν
∗ (X;R), where the cover

ν is a cover of the regular stratum of X. So one may think of ν as playing a similar role to

a regular cover X̃ → X.

One of our main results is that under relatively mild conditions, there is also a version

of universal Poincaré duality for intersection homology of a regular cover defined solely over

the regular stratum. Thus, one should think of IpHν
∗ (X;R) as the intersection homology of

a branched cover of X. In fact, in Section 4 we make the connection precise by identifying

our definition of ν-extended intersection homology to the intersection homology of branched

covers (in the topological sense of Fox (4)) of pseudomanifolds.
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Restriction to Open Subsets and Intersection Homology of Pairs

Let X be a stratified pseudomanifold and let ν = (E(ν), Xreg, p) denote the data associated

to a covering of Xreg. Let U ⊂ X be an open subset with inclusion map i : U ↪→ X. We

denote the restriction of ν to U by i∗ν = (p−1(U), U, p|U). Thus, we may form IpSi
∗ν
∗ (U ;R)

(R a commutative ring with unity). For a chain ξ ∈ Sν∗ (X;R) let |ξ| denote the base

support. Observe that ξ ∈ IpSi∗ν∗ (U ;R) ⇐⇒ ξ ∈ IpSν∗ (X;R) and |ξ| ⊂ U . So elements of

IpSi
∗ν
∗ (U ;R) correspond to elements of IpSν∗ (X;R) which have base support in U . Hence,

we have an injection

IpSi
∗ν
∗ (U ;R) ↪→ IpSν∗ (X;R).

When the context is clear we will usually just write IpSν∗ (U ;R) for IpSi
∗ν
∗ (U ;R). We also

define the ν-extended p-intersection chain complex of the pair (X,U) to be

IpSν∗ (X,U ;R) := IpSν∗ (X;R)/IpSν∗ (U ;R).

We denote the homology of this chain complex by IpHν
∗ (X,U ;R). We also have the short

exact sequence

0 - IpSν∗ (U ;R)→ IpSν∗ (X;R)→ IpSν∗ (X,U ;R)→ 0

which by standard commutative algebra induces a long exact sequence on homology. We

state this as a proposition below.
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Proposition 2.1.5. Let X be a stratified pseudomanifold with U ⊂ X open and let ν denote

the data associated to a covering of Xreg. There is a long exact sequence

- IpHν
i (U ;R) - IpHν

i (X;R) - IpHν
i (X,U ;R) - IpHν

i−1(U ;R) -

Connected Components

Many arguments we make in proofs will involve breaking up spaces and coverings into their

connected components. We first relate the ν-extended intersection homology in terms of the

connected components of ν (assuming ν covers a connected space). Afterwards, we relate

the ν-extended intersection homology of a space in terms of the connected components of the

space. The proofs of these results are elementary and follow exactly as in ordinary homology.

Proposition 2.1.6. Let R be a commutative ring with unity and let X be a stratified pseu-

domanifold with perversity p ≤ t. Suppose Xreg is path connected. Let ν denote the data

associated to a cover of Xreg and let νi denote the connected components of ν. That is,

E(ν) =
∐

iE(νi) with each E(νi) connected. Then we have an isomorphism of chain com-

plexes IpSν∗ (X;R) ∼=
⊕

i I
pSνi∗ (X;R).

Proof. Let ι :
⊕

i Ŝ
νi
∗ (X;R)→ Ŝν∗ (X;R) be the inclusion map on summands of

⊕
i S̃

νi
∗ (X;R)

and extended linearly. That is, ι = ⊕ιi where ιi : Ŝνi∗ (X;R) ↪→ Ŝν∗ (X;R) is the inclusion

map. Clearly ι maps extended singular simplices to extended singular simplices uniquely.

Moreover, if (σ̃, σ) is a generator of Ŝνk (X;R) then σ̃ : σ−1(Xreg)→ E(ν).
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However, int(∆k) ⊂ σ−1(Xreg) by definition of Ŝν∗ (X;R) so that σ−1(Xreg) is simply-connected,

thus, path-connected which means σ̃ : σ−1(Xreg)→ E(νi) for some i. Thus, ι is bijective on

extended singular simplices which means ι is an isomorphism.

Now notice ι(IpSνi∗ (X;R)) ⊂ IpSν∗ (X;R) from definitions. Also recall from our previous

work that
⊕

i I
pSνi∗ (X;R) ⊂

⊕
i Ŝ

νi
∗ (X;R). So we have an injective map ι′ :

⊕
i I

pSνi∗ (X;R)→

IpSν∗ (X;R). We need only show it is also surjective. Suppose ξ ∈ IpSν∗ (X;R). Write

ξ =
∑

k rk(σ̃k, σk) where rk ∈ R. Then each σk is p-allowable. Now for each k we have that

the lifted image of (σ̃k, σk) is in E(νi(k)) for some i(k). Let

ξj =
∑
k:

i(k)=j

rk(σ̃k, σk)

Then we have that ξ =
∑

j ξj, each ξj is p-allowable. Notice that only finitely many of

the ξj will be non-zero since |ξ| is compact. Thus, if we set ξ′ = ⊕jξj, then ι(ξ′) = ξ.

Similarly, because ∂ξ is p-allowable we can find η with each extended simplex with non-

zero coefficient in the sum p-allowable and such that ι(η) = ∂ξ. But we have ι(η) = ∂ξ =

∂ι(ξ′) = ι(∂ξ′). As ι is injective this means η = ∂ξ′. Hence, ∂ξ′ is p-allowable. Thus,

ξ′ ∈
⊕

i I
pSνi∗ (X;R) so that ι′ is surjective and therefore an isomorphism.

The last statement of the theorem follows because if we set ∂ = ⊕i∂νi , where ∂νi is the

restriction of ∂ to the sub-chain complex IpSνi∗ (X;R), then we have ∂ι = ι∂. This is because

if (σ̃, σ) is an extended simplex and has lifted image in νi then the boundary must also have

lifted support in νi. Thus, ∂(σ̃, σ) = ∂νi(σ̃i, σ). Thus, ι is a chain map and therefore is an

isomorphism of chain complexes. The proposition now follows.
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Proposition 2.1.7. Let R be a commutative ring with unity. Let X be a stratified pseu-

domanifold with perversity p ≤ t. Let X =
∐
Xi be the path components of X and let ν

be the data associated to a covering of Xreg. Notice that Xreg =
∐

i(Xi)reg. Define νi to be

the restriction of ν to (Xi)reg so that ν = (
∐

iE(νi), Xreg, pν). We have an isomorphism of

chain complexes

IpSν∗ (X;R) ∼=
⊕
i

IpSνi∗ (Xi;R).

Proof. Let ιk be the inclusion map IpSνk∗ (Xk;R) ↪→ IpSν∗ (X;R) and let ι be ιk on the k-th

summand and extended linearly to all of
⊕

i I
pSνi∗ (Xi;G). The argument now proceeds in a

analogous fashion as the previous proposition.

Invariance Under Normalization

Recall that the normalization ((16)) of a pseudomanifoldX is a finite-to-one proper surjection

n : XN → X such that XN is a normal pseudomanifold, n|n−1(Xreg) : n−1(Xreg)→ Xreg is a

homeomorphism, n sends i dimensional strata of XN to i-dimensional strata of X, and for

any point x ∈ Σ, n−1(x) is a disjoint union of points and the number of such points equals the

number of regular components of any link of x. An important property of normalization is

that intersection homology is preserved. We prove this also holds for ν-extended intersection

homology. Given a perversity p on X we define pN by pN(S) = p(S ′) where S ′ is the unique

stratum such that n(S) ⊂ S ′.
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Because n restricts to a homeomorphism (XN)reg → Xreg (so ν is a cover for both (XN)reg

and Xreg) and sends i dimensional strata to i dimensional strata we have a well defined

map n : Ip
N
Sν∗ (X

N ;R) → IpSν∗ (X;R). The next proposition says this map is actually an

isomorphism.

Proposition 2.1.8. Let X be a stratified pseudomanifold with ν the associated data for a

cover of Xreg. Let n : XN → X be the normalization of X. Then n : Ip
N
Sν∗ (X

N ;R) →

IpSν∗ (X;R) is an isomorphism.

Proof. We first show the map is injective. Suppose (σ̃, σ) and (τ̃ , τ) are extended sim-

plices in S̃νk (XN ;R) with n((σ̃, σ)) = n((τ̃ , τ)). Then σ̃ = τ̃ and nσ = nτ . Hence,

(nσ)|σ−1((XN )reg) = (nτ)|τ−1((XN )reg). However, n restricts to a homeomorphism on (XN)reg

which means σ|σ−1((XN )reg) = τ |τ−1((XN )reg) so by density we have σ = τ . Thus, because n is

injective on extended simplices it must be injective on p-intersection chains.

Next, we show the map is surjective. Let ξ ∈ IpSν∗ (X;R) and write ξ =
∑

i ri(σ̃i, σi)

where ri ∈ R. By (16, Proposition 2.6) each σi has a lift σNi such that nσNi = σi. By definition

of pN each σNi is pN -allowable because each σi is p-allowable. Let ξN =
∑

i ri(σ̃i, σi). If we

can show ∂ξN is pN -allowable we will be done. However, by the same argument we can find

ηN mapping to ∂ξ with ηN pN -allowable. But as we saw above n is injective on extended

simplices which means we must have ηN = ∂ξN so that ξN is a pN -intersection chain as

desired.
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2.2 Intersection homology with twisted coefficients

In this subsection we show how we can use coverings of the regular stratum to define an

intersection homology with twisted coefficients. We prove this approach is equivalent to

the more frequently used approach of intersection homology with local coefficient systems.

Before turning to intersection homology, we recall these concepts for ordinary homology.

Ordinary Homology with Twisted Coefficients and Local Systems of Coefficients

Recall for a path connected space X with universal cover X̃ and fundamental group π =

π1(X), the homology with twisted coefficients in a right R[π]-module A (R a commutative

ring with unity) is defined to be the homology of the chain complex

S∗(X;A) = A⊗R[π] S∗(X̃;R).

where π acts on the left of S∗(X̃;R) via the identification of π with the group of deck

transformations of X̃ and where the boundary map of this chain complex is ∂ ⊗ 1. If the

R[π]-module is given by a representation ρ : π → AutR(A), then some authors also use the

notation S∗(X;Aρ) (2, Definition 5.3).

Remark 2.2.1. There may be cause for confusion in notation as S∗(X;A) may now have two

different meanings. On the one hand, this may mean the chain complex A⊗RS∗(X;R), while

on the other hand, as defined above it may mean A⊗R[π]S∗(X̃;R). There does not seem to be

an accepted way around this in the literature, except perhaps using the representation ρ in

the notation as we noted above. However, this is often cumbersome and usually only clutters

notation. We must therefore take care to make the context clear of which definition we mean.
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Notice, though, if A is given the trivial right R[π]-module structure, then A ⊗R S∗(X;R)

and A⊗R[π] S∗(X̃;R) are isomorphic chain complexes.

Remark 2.2.2. There is a more efficient description of homology with twisted coefficients

using regular covers. To see this, let X̃ → X be the universal cover of X, let π = π1(X),

and let A be a right R[π]-module with representation ρ : π → AutR(A). Let H = ker(ρ) and

let X ′ be the regular cover associated to H. Let π′ = π/H which is isomorphic to the deck

transformation group of X ′ from standard covering space theory and let ρ′ : π′ → AutR(A)

be the map induced by ρ. Then we have the isomorphism of chain complexes

Aρ ⊗R[π] S∗(X̃;R) ∼= Aρ′ ⊗R[π′] S∗(X
′;R).

For more, see comments preceding (14, Example 3.H3).

Remark 2.2.3. There is a pullback construction for twisted coefficients defined in the

following way. Let f : (X, x0) → (Y, y0) be a map of path connected spaces and sup-

pose Aρ is a right R[π1(Y )]-module given by a representation ρ : π1(Y ) → AutR(A).

Then f ∗Aρ is a right R[π1(X)]-module given by the representation that is the composition

π1(X)
f∗−→ π1(Y )

ρ−→ AutR(A). Moreover, if pX : (X̃, x̃0)→ (X, x0) and pY : (Ỹ , ỹ0)→ (Y, y0)

are the respective universal covers of X and Y , there is a map f̃ : (X̃, x̃0)→ (Ỹ , ỹ0)

(X̃, x̃0)
f̃
- (Ỹ , ỹ0)

(X, x0)

pX

? f
- (Y, y0)

pY

?

commutes and we have an induced chain map f# : S∗(X; f ∗Aρ) → S∗(Y ;Aρ) defined by
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f#(a ⊗ σ) = a ⊗ f̃ ◦ σ. Let us verify this is well-defined. Consider aα−1 ⊗ α · σ where

σ : ∆k → X̃, a ∈ A, and α ∈ π1(Y ). Let τα denote the deck transformation associated to

α from the identification of the fundamental group with the group of deck transformations.

In order to show this construction is well-defined we first show that f̃ τα = τf∗αf̃ . First note

that both f̃ τα and τf∗αf̃ are lifts of f . Therefore, in order to show equality it suffices to show

they agree on a single point. On the one hand, f̃ τα(x̃0) = f̃(α̃(1)) by definition of τα. On

the other hand, τf∗αf̃(x̃0) = τf∗α(ỹ0) = f̃α(1) = f̃ α̃(1). The last equality follows because f̃ α̃

is a lift of fα and f̃ α̃(0) = f̃(x̃0) = ỹ0 so by uniqueness of lifts f̃α = f̃ α̃. Hence, we see that

f̃ τα = τf∗αf̃ since they both agree at x̃0. In particular, this shows that f(α · σ) = f∗(α) · σ.

We also have that by definition of f ∗Aρ that for a ∈ f ∗Aρ, a · α−1 = a · f∗(α−1), which

of course is a · f∗(α)−1. Altogether then, we have shown that f#(a ⊗ σ) = a ⊗ f̃σ and

f#(a · α−1 ⊗ α · σ) = a · α−1 ⊗ f(α · σ) which is a · f∗(α)−1 ⊗ f∗(α) · f̃σ by our above work

and this is the same as a⊗ f̃σ. Hence, our map is in fact well-defined.

An equivalent approach to homology with twisted coefficients is homology on a system of

local coefficients which is defined as follows. A local coefficient system of R modules over X

is a covering space p : E → X whose fibers are R-modules and is such that the operations of

multiplication by elements of R and addition fiberwise are continuous. One then considers

the chain complex Sk(X; E) of formal sums

∑
j

ajσj

where σj : ∆k → X and aj : ∆k → E is a lift of σj. Addition is given by aσ + bσ = (a+ b)σ

where a+ b is defined by (a+ b)(x) = a(x) + b(x) which is continuous. Similarly R acts by
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r(aσ) = raσ where (ra)(x) = r · a(x) which is also continuous. The boundary map of this

chain complex is given by

∂

(∑
i

aiσi

)
:=
∑
i,j

(−1)j(ai ◦ ∂j)σi ◦ ∂j

and the homology is denoted H∗(X; E).

Remark 2.2.4. There is also a pullback construction for local coefficient systems. Let

f : X → Y be a map and let p : E → Y be a system of local coefficients over Y . Then f

pulls back E to a system of local coefficients over X:

f ∗E → X

where f ∗E ⊂ X × E consists of all ordered pairs (x, e) ∈ X × E such that f(x) = p(e).

For more on the constructions of homology with twisted coefficients and homology with

local coefficients we refer the reader to (2, Chapter 5) or (14, Chapter 3.H). As mentioned

above, these two approaches are actually equivalent. The equivalence goes as follows. For

every right R[π]-module A, there is an associated system of local coefficients p : E(X, π,A)→

X where the total space E(X, π,A) is defined to be the quotient of A× X̃ by the relations

(a, x̃) ∼ (a · α, α−1x̃) for all x̃ ∈ X̃, a ∈ A, and α ∈ π. More on this construction may be

found in the comments preceding (14, Theorem 1.38). Writing E for E(X, π,A), one may

then prove there is an isomorphism of chain complexes (14, Proposition 3H.4) (and therefore

an induced isomorphism on homology)
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S∗(X;A) = S∗(X̃;R)⊗R[π] A ∼= S∗(X; E).

Moreover, the construction is functorial in the sense that if f : Y → X, then S∗(Y ; f ∗A) ∼=

S∗(Y ; f ∗E) and the diagram below commutes.

S∗(Y ; f ∗A)∼= S∗(Y ; f ∗E)

S∗(X;A)
?

∼= S∗(X; E)
?

Remark 2.2.5. Many authors use the terms twisted coefficients and local coefficients in-

terchangeably, and for good reason since from the comments above they form isomorphic

categories. The aim of the next section is to prove the same holds for intersection homology

(in fact, for coefficients defined only on the regular stratum). Therefore, we must use care

with our terminology. We will always use twisted coefficients to mean the algebraic approach

which uses the universal cover and tensor products over the group ring of deck transforma-

tions (or equivalently a regular cover and its deck transformations as we saw above). On

the other hand, local coefficients will always mean the more geometric approach which uses

covering spaces whose fibers are R-modules, where R is a commutative ring with unity.

Intersection Homology with Twisted Coefficients and Local Systems of Coeffi-

cients

We first recall for the reader intersection homology with a system of local coefficients. Let

X be a stratified pseudomanifold and let p : E → Xreg be a system of local coefficients of
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R-modules (R a commutative ring with unity) over Xreg. Then Sk(X; E) is defined to be

formal sums of the form

∑
j

ajσj

where σj : ∆k → X and aj : σ−1
j (Xreg) → E . If σ−1

j (Xreg) = ∅, then aj is taken to be

0. As in ordinary homology with local coefficients, addition is taken point-wise in E as is

multiplication by elements of R. We may then define the boundary map by

∂

(∑
j

ajσj

)
=
∑
i,j

(−1)i(aj ◦ ∂i)σj ◦ ∂i

where aj ◦ ∂i is really (aj ◦ ∂i)|(aj◦∂i)−1(Xreg). The same computation we made in Section 2.1

shows that ∂∂ = 0 and we may consider p-intersection chains defined in the usual way. With

the above laid out, we make the following definition.

Definition 2.2.6 (Intersection homology with local coefficients). The p-intersection chain

complex with local coefficients is defined to be the p-intersection chains of S∗(X; E) and is de-

noted IpS∗(X; E). The p-intersection homology with local coefficients is denoted IpH∗(X; E).

So we see that intersection homology may be defined on a coefficient system living over

only Xreg. Of course this means these will not be an invariants of X; rather, they will depend

heavily on Xreg and the stratification chosen for X.

Next, we define intersection homology with twisted coefficients. Recall from Remark 2.2.2

that we may use regular covers to define twisted coefficients. Although incorporating this

into notation is not standard, this will be convenient for our purposes since our main results
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will rely on assumptions on the regular cover used to define twisted coefficients. Therefore,

instead of making statements of our theorems awkward, we opt to incorporate the regular

cover into our notation for intersection homology with twisted coefficients.

Let X be a stratified pseudomanifold with Xreg connected and let ν denote the data of

a regular cover of Xreg with deck transformation group π. Notice that π acts on the left of

Sν∗ (X;R) (R a commutative ring with unity). Explicitly, for ξ ∈ Sν∗ (X;R) and α ∈ π, if we

write ξ =
∑

j rj(σ̃j, σj) with rj ∈ R, we define

α · ξ :=
∑
i

ri(α · σ̃i, σi)

where α · σ̃ is the result of the left deck transformation action of α. From this equation we

see that the action of π preserves the base image of extended chains. In particular, π also

acts on Ŝν∗ (X;R) and pSν∗ (X;R).

Next, let A be any right R[π]-module. Consider the tensor product A ⊗R[π] S
ν
∗ (X;R).

We may define a boundary map by 1 ⊗ ∂ which is well defined upon verifying the equality

∂(α · ξ) = α · (∂ξ). We say a chain ξ ∈ A⊗R[π] S
ν
∗ (X;R) is p-allowable if ξ may be expressed

as a sum ξ =
∑

j aj ⊗ (σ̃j, σj), where aj ∈ A, with each σj p-allowable. As usual, we say ξ is

a p-intersection chain if both ξ and ∂ξ are p-allowable. With the above notation, we make

the following definition.
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Definition 2.2.7 (Intersection homology with twisted coefficients). Let ν be a connected

regular cover of Xreg with deck transformation group π and let A be a right R[π]-module.

The p-intersection chain complex with twisted coefficients is defined to be the p-intersection

chains of A ⊗R[π] S
ν
∗ (X;R) and is denoted by IpS̃ν∗ (X;A). The homology of this chain

complex is denoted IpH̃ν
∗ (X;A).

We also let IpS̃
ν|U
∗ (U ;A) ⊂ IpS̃ν∗ (X;A) denote the sub complex of p-intersection chains

that have base support in U and IpS̃ν∗ (X,U ;A) to denote the relative chain complex.

As in ordinary homology with twisted coefficients, if the right R[π]-module A is given by

a representation ρ : π → AutR(A), then the intersection homology with twisted coefficients

may also be denoted by IpH̃ν
∗ (X;Aρ).

Remark 2.2.8. If i : X ′ ↪→ X is an inclusion of a stratified pseudomanifold X ′, then we

may also consider IpS̃
ν|X′
∗ (X ′;A) to be intersection chains in IpS̃ν∗ (X;A) which have base

support in X ′.

Suppose further that X ′ ↪→ X is a stratified inclusion and ν|X′ is a connected cover so that

ν|X′ is also regular and also has deck transformation group π. Then there is an alternative

description of IpS̃
ν|X′
∗ (X ′;A). Define a perversity pX′ on X ′ by pX′(S) = p(T ) if the singular

stratum S of X ′ is contained in a singular stratum T of X. We may consider IpX′ S̃
ν|X′
∗ (X ′;A),

that is, pX′-intersection chains of A ⊗F [π] S
ν|X′
∗ (X ′;A). However, the completely analogous

argument as in (5, Lemma 4.16) shows that IpS̃
ν|X′
∗ (X ′;A) = IpX′ S̃

ν|X′
∗ (X ′;A).
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Remark 2.2.9. In general, we will not have equalities of IpS̃ν∗ (X;A) and A⊗R[π]I
pSν∗ (X;R).

The former may allow for more p-intersection chains because cancellations may occur after

applying the boundary map due to twisted coefficients and the result may be allowable;

whereas, in the untwisted case, non-allowable simplices may not cancel after applying the

boundary map.

The next lemma may be thought of as a “meta” lemma. In the following sections, we

will show various intersection chain complexes are isomorphic. Instead of making numerous

identical arguments, the lemma summarizes our technique.

Lemma 2.2.10. Let (C∗, ∂) and (C ′∗, ∂
′) be chain complexes of R-modules (R a commutative

ring with unity) and assume we have submodules A∗ ⊂ B∗ ⊂ C∗ and A′∗ ⊂ B′∗ ⊂ C ′∗ such

that the boundary maps induce maps ∂ : A∗ → B∗ and ∂′ : A′∗ → B′∗. Let IA∗ = {a ∈ A :

∂a ∈ A} and similarly define IA′∗. Then if there is an isomorphism B′ ∼= B which restricts

to an isomorphism A′ ∼= A such that the boundary maps respect these isomorphisms, then

IA∗ ∼= IA′∗ as chain complexes.

Proof. Let Φ : B∗ → B′∗ be an isomorphism such that the diagram below commutes.

A∗
Φ|A∗ - A′∗

B∗

∂

? Φ
- B′∗

∂′

?

Suppose a ∈ IA∗. Then a ∈ A∗ and ∂a ∈ A∗. Now Φ|A∗(a) ∈ A′∗ and also ∂′Φ|A∗(a) =

Φ(∂a). However, ∂a ∈ A∗ which means Φ(∂a) = Φ|A∗(∂a) ∈ A′∗. Thus, ∂′Φ|A∗(a) ∈ A′∗
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which means Φ|A∗(a) ∈ IA′∗. Thus, Φ restricts to a map Φ̂ : IA∗ → IA′∗ and by our above

computation we see the boundary map also commutes with this map. The map is injective

because Φ is injective. We need only show the map is also surjective. Let a′ ∈ IA′∗. Then

there exists a ∈ A∗ such that Φ|A∗(a) = a′ because Φ|A∗ is surjective. We want to show that

a ∈ IA∗. Now ∂′a′ ∈ A′∗ so there also exists x ∈ A∗ such that Φ|A∗(x) = ∂a′. However,

Φ(∂a) = ∂′Φ|A∗(a) = ∂′a′ = Φ|A∗(x) = Φ(x) so that Φ(∂a) = Φ(x) and by injectivity of Φ

this means ∂a = x ∈ A∗. Thus, a ∈ A∗ and ∂a ∈ A∗ so that a ∈ IA∗. Hence, IA∗ ∼= IA′∗ as

chain complexes.

We now move to the main theorem of this subsection, the equivalence of intersection

homology with twisted coefficients and intersection homology with local coefficient systems.

The outline of our proof follows that of (14, Theorem 3 H.4) modified to our situation.

Theorem 2.2.11. Let X be a stratified pseudomanifold with Xreg connected and with per-

versity p ≤ t. Let ν be a regular cover of Xreg with deck transformation group π and let A be

a right R[π]-module (R a commutative ring with unity). Let p : E → Xreg denote the system

of local coefficient R-modules over Xreg associated to the R[π]-module A and the cover ν.

Then there is an isomorphism of chain complexes between the intersection chain complex

with twisted coefficients IpS̃ν∗ (X;A) and the intersection chain complex of local coefficient

system R-modules IpS∗(X; E).

Proof. Recall E is the quotient of A × E(ν) by the relations (a, x̃) ∼ (a · α, α−1 · x̃) for all

x̃ ∈ E(ν), a ∈ A, and α ∈ π.

To prove the theorem we will consider two sub R-modules of S∗(X; E). Let Ŝk(X; E) ⊂

Sk(X; E) be the sub R-module of sums
∑

i eiσi where σi : ∆k → X, ei : σ−1
i (Xreg)→ E is a
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lift of σi, and int(∆k) ⊂ σ−1
i (Xreg). Similarly, let Spk(X; E) be sums of p-allowable simplices.

Notice that because p ≤ t we have that Sp∗(X; E) ⊂ Ŝ∗(X; E) and that ∂ : Sp∗(X; E) →

Ŝ∗(X; E).

Next, take ξ ∈ R[A]⊗R Ŝν∗ (X;R). Here R[A] is the free R-module on elements of A (in

other wordsR[A] ∼=
⊕

a∈AR). Then we can write ξ =
∑

k

(
(
∑

j sjkajk)⊗ (
∑

i rik(σ̃ik, σik))
)

=∑
k

(∑
i,j (riksjkajk ⊗ (σ̃ik, σik))

)
=
∑

i,j,k riksjkajk ⊗ (σ̃ik, σik) where rik, sjk ∈ R and ajk ∈

A. The second equality follows from bilinearity of tensor product and that the tensor prod-

uct is over R and the third equality is elementary. Thus, every element in R[A]⊗R Ŝν∗ (X;R)

can be written in the form
∑
riai ⊗ (σ̃i, σi)

Let φ : R[A]→ A be the quotient map which takes a formal sum in R[A] to a sum in A.

Define Φ : R[A] ⊗R Ŝν∗ (X;R) → Ŝ∗(X; E) by Φ(
∑
riai ⊗ (σ̃i, σi) =

∑
ri[φ(ai), σ̃i]σi, where

[φ(ai), σ̃i] : σ−1
i (Xreg) → E is the map [φ(ai), σ̃i](x) = [φ(ai), σ̃i(x)]. By [σ̃i(x), φ(ai)] we

mean the equivalence class of the ordered pair (φ(ai), σ̃i(x)) in E = (A× E(ν))/ ∼.

We will identify ker(Φ) to later show that(
R[A]⊗R Ŝν∗ (X;R)

)
/(ker(Φ)) ∼= A⊗R[π] Ŝ

ν
∗ (X;R). Now we have the commutative diagram

R[A]⊗R Ŝν∗ (X;R)
Ψ

- A⊗R[π] Ŝ
ν
∗ (X;R)

A⊗R Ŝν∗ (X;R)

φ⊗ id

?

q

-

where the diagonal map q is the quotient by the module generated by all elements of the form∑
i ai ⊗ αi · (σ̃i, σi)− αi · ai ⊗ (σ̃i, σi) where αi ∈ π and ai ∈ A. The horizontal map Ψ is the

composition of the other two maps. Notice that φ⊗ id and q are clearly surjective because
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tensor products are right exact. Thus, A ⊗R[π] Ŝ
ν
∗ (X;R) ∼=

(
R[A]⊗R Ŝν∗ (X;R)

)
/ker(Ψ).

We will prove that ker(Φ) = ker(Ψ).

To see ker(Φ) ⊂ ker(Ψ) let ξ ∈ R[A]⊗R Ŝν∗ (X;R) and write ξ =
∑k

i=1 riai⊗(σ̃i, σi) where

ai ∈ A, ri ∈ R, and suppose Φ(ξ) = 0. We will assume k is minimal such that ξ can be

written in the form
∑k

i=1 riai ⊗ (σ̃i, σi). We need to show that ξ ∈ ker(Ψ). To this end we

will induct on k. The case the sum is empty is trivial because then this just says Φ(0) = 0.

So assume Φ(ξ) = 0 and ξ 6= 0. If k = 1, then we have Φ(ra ⊗ (σ̃, σ)) = 0 which means

r[φ(a), σ̃] = [rφ(a), σ̃] = 0 which means rφ(a) = 0. Thus, ra ⊗ (σ̃, σ) ∈ ker(φ ⊗ id) which

means that ξ = ra⊗ (σ̃, σ) ∈ ker(Ψ).

Next, we consider the case k = 2. Suppose Φ(ra ⊗ (σ̃, σ) − sa′ ⊗ (β̃, β)) = 0 where

a, a′ ∈ R[A] and r, s ∈ R. Then, r[φ(a), σ̃]σ = s[φ(a′), β̃]β. This means that σ = β and

that r[φ(a), σ̃] = s[φ(a′), β̃]. Thus, [rφ(a), σ̃(x)] = [sφ(a′), β̃(x)] for each x ∈ σ−1(Xreg).

Thus, by definition of the relations of E we have σ̃(x) = αx · β̃(x) where αx ∈ π and

rφ(a) = sφ(a′) · α−1
x for each x ∈ σ−1(Xreg) = β−1(Xreg). But by definition of Ŝν∗ (X;R) we

have that int(∆) ⊂ σ−1(Xreg). Hence we have that σ−1(Xreg) is path connected so any lift

is determined by where a single point maps. Thus by uniqueness of lifts we must have that

αx = αx′ for each x, x′. Hence, we simply have σ̃ = α · β̃ and rφ(a) = sφ(a′) · α−1 for some

α ∈ π.
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Then,

Ψ
(
ra⊗ (σ̃, σ)− sa′ ⊗ (β̃, β)

)
= (q ◦ (φ⊗ id))

(
ra⊗ (σ̃, σ)− sa′ ⊗ (β̃, β)

)
= q

(
rφ(a)⊗ (σ̃, σ)− sφ(a′)⊗ (β̃, β)⊗

)
= rφ(a)⊗R[π] (σ̃, σ)− sφ(a′)⊗R[π] (β̃, β)

= rφ(a)⊗R[π] (α · β̃, β)− sφ(a′)⊗R[π] (β̃, β)

= rφ(a)⊗R[π] α · (β̃, β)− sφ(a′)⊗R[π] (β̃, β)

= rφ(a) · α⊗R[π] (β̃, β)⊗R[π] −sφ(a′)⊗R[π] (β̃, β)

= sφ(a′)⊗R[π] (β̃, β)− (β̃, β)⊗R[π] sφ(a′)

= 0.

Hence, ξ =
(
ra⊗ (σ̃, σ)− sa′ ⊗ (β̃, β)

)
∈ ker(Ψ) as was to be shown.

Now for the inductive step let us write Φ(ξ) = Φ(
∑k

i=1 riai⊗(σ̃i, σi)) =
∑k

i=1 ri[φ(ai), σ̃i]σi

where k > 2 and we assume inductively that if ξ′ =
∑k′

i=1 sia
′
i⊗ (τ̃i, τi) where si ∈ R, a′i ∈ A,

Φ(ξ′) = 0, and k′ < k is the minimal integer such that ξ′ may be written in this form, then

Ψ(ξ′) = 0. Since k > 2 and is minimal we have that ξ 6= 0 and so there is some r`a`⊗(σ̃`, σ`) 6=

0. Then we have r`[φ(a`), σ̃`]σ` = −
∑

i6=` ri[φ(ai), σ̃i]σi. Then this equation says that there

exists i1, . . . , ij such that σ` = σip for p = 1, . . . , j and r`[φ(a`), σ̃`] = −
∑j

p=1 rip [φ(aip), σ̃ip ].
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This means that for each p, we can find αip ∈ π such that the following equations hold:

σ̃` = αip · σ̃ip (3)

r`φ(a`) = −
j∑

p=1

ripφ(aip) · α−1
ip
. (4)

Let ξ′ = (σ̃`, σ`) ⊗ a` +
∑j

p=1(σ̃ip , σip) ⊗ aip . Then Φ(ξ′) = 0 by construction of ξ′. We

now show that Ψ(ξ′) = 0.
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Ψ(ξ′) = (q ◦ (φ⊗ id))

(
r`a` ⊗ (σ̃`, σ`) +

j∑
p=1

ripaip ⊗ (σ̃ip , σip)

)

= q

(
r`φ(a`)⊗ (σ̃`, σ`)⊗) +

j∑
p=1

ripφ(aip)⊗ (σ̃ip , σip)

)

= r`a` ⊗R[π] (σ̃`, σ`)) +

j∑
p=1

ripφ(aip)⊗R[π] (σ̃ip , σip)

= r`φ(a`)⊗R[π] (σ̃`, σ`)) +

j∑
p=1

ripφ(aip)⊗R[π] (α−1
ip
αip · σ̃ip , σip)

= r`φ(a`)⊗R[π] (σ̃`, σ`)) +

j∑
p=1

ripφ(aip)⊗R[π] α
−1
ip
· (αip · σ̃ip , σip))

= r`φ(a`)⊗R[π] (σ̃`, σ`) +

j∑
p=1

ripφ(aip) · α−1
ip
⊗R[π] (σ̃`, σ`) by (1.3)

= r`φ(a`)⊗R[π] (σ̃`, σ`) +

(
j∑

p=1

ripφ(aip) · α−1
ip

)
⊗R[π] (σ̃`, σ`)

= (σ̃`, σ`)⊗R[π] r`φ(a`) +−r`φ(a`)⊗R[π] (σ̃`, σ`) by (1.4)

= 0

Now ξ − ξ′ has k − (j + 1) < k terms when written as a sum and this must be minimal

since we could otherwise we could write ξ with fewer terms contradicting minimality of k.

Therefore, by the inductive hypothesis we have that Ψ(ξ− ξ′) = 0. Combining this with the

above computation, we have that 0 = Ψ(ξ − ξ′) = Ψ(ξ)−Ψ(ξ′) = Ψ(ξ)− 0 = Ψ(ξ). Hence,

Ψ(ξ) = 0 as was to be shown.

Conversely, we need to show that ker(Ψ) ⊂ ker(Φ). Before proving this we first prove

an algebraic fact that will allow us to write down generators for ker(Ψ). Suppose we have a
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commutative diagram of R-modules

A
h

- C

B

f

?

g

-

with f surjective and ker(f) generated by {aα}α∈J and ker(g) generated by {bβ}β∈J ′ . Because

f is surjective, for each β ∈ J ′ there exists b′β ∈ A such that f(b′β) = bβ. Then we claim that

ker(h) is generated by {aα}α∈J ∪ {b′β}β∈J ′ . To see this assume h(a) = 0. Then, g(f(a)) = 0

so that f(a) ∈ ker(g). Thus, there exists ri ∈ R and βi ∈ J ′ such that f(a) =
∑

i ribβi .

On the other hand,
∑

i ribβi =
∑

i rif(b′βi) = f(
∑

i rib
′
βi

). Hence, f(a −
∑

i rib
′
βi

) = 0

which means there exists sj ∈ R and αj ∈ J such that a −
∑

i rib
′
βi

=
∑
sjaαj . Therefore,

a =
∑

j sjaαj +
∑

i rib
′
βi

which is what we wanted to show.

Recall in our situation we have the commutative diagram:

R[A]⊗R Ŝν∗ (X;R)
Ψ

- A⊗R[π] Ŝ
ν
∗ (X;R)

A⊗R Ŝν∗ (X;R)

φ⊗ id

?

q

-

Each map is surjective so the preceding claim applies to our case. Now ker(φ⊗id) is generated

by elements of the form (
∑
riai) ⊗ ξ with φ(

∑
riai) = 0. Moreover, ker(q) is generated by

elements of the form
∑

i ai ⊗ (αi · σ̃i, σi)− ai · αi ⊗ (σ̃i, σi) where αi ∈ π and ai ∈ A. Thus,

by the claim above we have that ker(Ψ) is generated by elements of the form (
∑
riai) ⊗ ξ

with φ(
∑
riai) = 0 and by elements of the form

∑
i ai ⊗ (αi · σ̃i, σi)− ai · αi ⊗ (σ̃i, σi) where
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αi ∈ π and ai ∈ A ⊂ R[A]. Therefore, to prove ker(Ψ) ⊂ ker(Φ) it suffices to prove the

elements which generate ker(Ψ) are mapped to 0 under Φ. So assume first we have an

element (
∑
riai) ⊗ ξ with φ(

∑
riai) = 0. Let ξ =

∑
j sj(σ̃j, σj). Then, Φ ((

∑
riai)⊗ ξ) =

Φ
(

(
∑

i riai)⊗ (
∑

j sj(σ̃j, σj))
)

=
∑

j sj[φ(
∑

i riai), σ̃j]σj =
∑

j sj[0, σ̃j]σj = 0 as desired.

Next consider

Φ

(∑
i

(
ai ⊗ (αi · σ̃i, σi)− ai · αi ⊗ (σ̃i, σi)

))
=
∑
i

(
[φ(ai), αi · σ̃i]σi − [φ(ai) · αi, σ̃i]σi

)
=
∑
i

((
[φ(ai) · αi, α−1

i αi · σ̃i]− [φ(ai) · αi, σ̃i]
)
σi

)

by definition of E

=
∑
i

((
[φ(ai) · αi, σ̃i]− [φ(ai) · αi, σ̃i]

)
σ

)

=
∑
i

0σi

=0

as desired. Thus, ker(Φ) = ker(Ψ) so that we have an injective map Φ̂ : A⊗R[π] Ŝ
ν
∗ (X;R)→

Ŝ∗(X; E). Let us show this map is also surjective. Let ξ =
∑
eiσi ∈ Ŝj(X; E) where

ei : σ−1(Xreg) → E is a lift of σi : ∆j → X and int(∆j) ⊂ σ−1
i (Xreg) for each i. Let

x0 ∈ int(∆j). Then we can write ei(x0) = [ai, x̃0] ∈ E where x̃0 ∈ E(ν) and ai ∈ A. Notice

A×E(ν) is a covering of Xreg where A is given the discrete topology. Because σ−1
i (Xreg) is

simply connected we have a lift, say σ̃i, of σi to A×E(ν) with σ̃i(x0) = (ai, x̃0). But then we

have that [ai, σ̃i] is a lift of σi to E with [ai, σ̃i](x0) = [ai, x̃0] = ei(x0). Thus, by uniqueness

of lifts we must have that [ai, σ̃i] = ei. Let ξ′ =
∑

i ai ⊗ (σ̃i, σi) ∈ A⊗R[π] Ŝ
ν
∗ (X;R).
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Then Φ̂(ξ′) =
∑

i[ai, σ̃i]σi =
∑

i eiσi = ξ. Thus, Φ̂ : A ⊗R[π] Ŝ
ν
∗ (X;R) → Ŝ∗(X; E) is an

isomorphism of R-modules.

The same argument shows we also have an isomorphism of R-modules Φp : pS̃ν∗ (X;A)→

Sp(X; E), where Φp is the restriction of Φ̂. Moreover, a simple computation shows we have

a commutative diagram

pS̃ν(X;A)
Φp
- Sp∗(X; E)

A⊗R[π] Ŝ
ν
∗ (X;R)

∂

?
Φ̃
- Ŝ∗(X; E).

∂

?

Thus, by Lemma 2.2.10 we have that the induced map IpS̃ν∗ (X;A) → IpS∗(X; E) given

by restricting Φp is an isomorphism of R-module chain complexes.

Remark 2.2.12. The construction of Theorem 2.2.11 is natural with respect to subspace

inclusion. That is, we have the commutative diagram

IpS̃ν|U∗ (U ;A) - IpS∗(U ; i∗E)

IpS̃ν∗ (X;A)

?

- IpS∗(X; E)
?
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where the vertical maps are inclusions and the top horizontal map is the restriction of the

bottom horizontal map which is the isomorphism of chain complexes coming from The-

orem 2.2.11 which evidently preserves base support of chains. Thus, the top map is an

isomorphism since these are by definition intersection chains with base support in U .

More generally, suppose X ′ ↪→ X is an inclusion of a stratified pseudomanifold with

stratification induced by the stratification of X. Then there is also a diagram as above with

U replaced by X ′.

To end the subsection, we show that the intersection homology of a cover of the regular

stratum is the intersection homology with some twisted coefficients. For the ordinary homol-

ogy of a covering space and ordinary homology with twisted coefficients this is a standard

result referred to as Shapiro’s Lemma (see for instance (2, Exercise 76)). As a corollary we

combine Lemma 2.2.13 and Theorem 2.2.11 which will allow us to carry over other theorems

of intersection homology such as cone formulas and Mayer-Vietoris sequences.

Lemma 2.2.13. Let X be a stratified pseudomanifold with perversity p ≤ t and assume Xreg

is connected. Let ν denote the data of a connected covering for Xreg and let u denote the

universal cover of Xreg. Let H = p∗(π1(E(ν))) and let π/H denote the set of right cosets.

Let R be a commutative ring with unity and let R[π/H] :=
⊕

α∈π/H R and give R[π/H]

the structure of a right R[π]-module in the obvious way. Then IpSν∗ (X;R), the intersection

chain complex with coefficients in R of the cover ν, is isomorphic to the intersection chain

complex with twisted coefficients IpS̃u
∗(X;R[π/H]) (as R-modules).
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Proof. We first prove R[π/H]⊗R[π] Ŝ
u
∗(X;R) ∼= Ŝν∗ (X;R).

Recall we can identity E(ν) with the quotient of (π/H)×E(u) by the relations (Hβ, x̃) ∼

(Hβα−1, α · x̃) for all x̃ ∈ E(u), α, β ∈ π.

Note every element in R[π/H] ⊗R[π] Ŝ
u
∗(X;R) can be written as

∑
i riHαi ⊗ (σ̃i, σi) by

using bilinearity of the tensor product where ri ∈ R and αi ∈ π. So define Φ̂ : R[π/H]⊗R[π]

Ŝu
∗(X;R)→ Ŝν∗ (X;R) by Φ̂(rHα⊗(σ̃, σ)) = r([Hα, σ̃], σ) and extended linearly. The map Φ̂

is well-defined since if rHβ⊗(σ̃, σ) is equivalent in R[π/H]⊗R[π] Ŝ
u
∗(X;R) to rHβα−1⊗α·(σ̃ ·

α, σ), then Φ̂(rHβα−1⊗α·(σ̃·α, σ)) = r([Hβα−1, α·σ̃], σ) = r([Hβ, σ̃], σ) = Φ̂(rHβ⊗(σ̃, σ)).

Consider the partition T of the set of extended simplices into orbit classes induced by the

action of the deck transformation group π. For each distinct orbit choose a single extended

simplex in that orbit and denote the set of these extended simplices by T . We claim that

Tπ = {Hα ⊗R[π] (σ̃, σ) : (σ̃, σ) ∈ T and Hα ∈ π/H} is in bijective correspondence with

extended simplices in Ŝν∗ (X;R) with the bijection given by restricting Φ̂ to Sπ.

To see it is surjective, let ([H, τ̃ ], τ) ∈ Ŝν∗ (X;R) be an extended simplex so that τ̃ is a

lift of τ and so there exists (σ̃, σ) ∈ T with σ = τ and σ̃ a lift of σ and therefore τ . Thus,

there exists α ∈ π with τ̃ = α · σ̃. Hence, Φ̂
(
Hα⊗R[π] (σ̃, σ)

)
= Φ̂

(
H ⊗R[π] α · (σ̃, σ)

)
=

Φ̂
(
H ⊗R[π] (τ̃ , τ)

)
= ([H, τ̃ ], τ). Since Hα ⊗R[π] (σ̃, σ) ∈ Tπ this shows Φ̂ restricted to Tπ is

surjective onto extended simplices in Ŝν∗ (X;R).

Next, we show Φ̂ restricted to Tπ is injective. Suppose Hα⊗R[π] (σ̃, σ) and Hβ⊗R[π] (τ̃ , τ)

are in Tπ with Φ̂
(
Hα⊗R[π] (σ̃, σ)

)
= Φ̂

(
Hβ ⊗R[π] (τ̃ , τ)

)
. Then we have that ([Hα, σ̃], σ) =

([Hβ, τ̃ ], τ) which means that σ = τ and [Hα, σ̃] = [Hβ, τ̃ ]. Hence, σ̃ and τ̃ are both lifts of

σ.
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However, because [Hα, σ̃] = [Hβ, τ̃ ] we have that σ̃ = γ · τ̃ and Hα = Hβγ−1 for some

γ ∈ π. Thus,

Hα⊗R[π] (σ̃, σ) = Hβγ−1 ⊗R[π] γ · (τ̃ , τ)

= Hβγ−1γ ⊗R[π] (τ̃ , τ)

= Hβ ⊗R[π] (τ̃ , τ)

as was to be shown.

Next, we show Tπ generates R[π/H] ⊗R[π] Ŝ
u
∗(X;R). As already noted every element of

R[π/H]⊗R[π] Ŝ
u
∗(X;R) may be written in the form

∑
i riHαi ⊗R[π] (σ̃i, σi). Hence, we need

only show every element of the form Hα⊗R[π] (σ̃, σ) corresponds to an element of Tπ. Now

(σ̃, σ) = (β · τ̃ , τ) for some (τ̃ , τ) ∈ T and β ∈ π so that Hα⊗R[π] (σ̃, σ) = Hα⊗R[π] (β · τ̃ , τ) =

Hαβ ⊗R[π] (τ̃ , τ) ∈ Tπ.

So we have shown that the homomorphism of R-modules, Φ̂, restricted to Tπ is bijective

onto the set of extended simplices of Ŝν∗ (X;R) and that Tπ generates R[π/H]⊗R[π] Ŝ
u
∗(X;R).

We claim that this is enough to show Φ̂ is actually an isomorphism. Since extended simplices

provide a basis for Ŝν∗ (X;R) we clearly have that Φ̂ is surjective. To see Φ̂ is injective

let x ∈ R[π/H] ⊗R[π] Ŝ
u
∗(X;R) be such that Φ̂(x) = 0. Since Tπ generates R[π/H] ⊗R[π]

Ŝu
∗(X;R) we may write x =

∑
i riHαi ⊗R[π] (σ̃i, σi) where Hαi ⊗R[π] (σ̃i, σi) ∈ Tπ. We

may assume without loss of generality that Hαi ⊗R[π] (σ̃i, σi) 6= Hαj ⊗R[π] (σ̃j, σj) for i 6=

j (otherwise combine like terms). Then Φ̂
(∑

i riHαi ⊗R[π] (σ̃i, σi)
)

=
∑

i riΦ̂(Hαi ⊗R[π]

(σ̃i, σi)) =
∑

i ri([Hαi, σ̃i], σi) = 0. However, as noted above Φ̂ restricted to Tπ is injective
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which means ([Hαi, σ̃i], σi) 6= ([Hαj, σ̃j], σj) for i 6= j. But extended simplices provide a

basis of Ŝν∗ (X;R) which means in the sum we must have ri = 0 for all i so that x = 0. So Φ̂

is in fact injective as a map of R-modules; and therefore, we have shown Φ̂ is an isomorphism

of R-modules.

The same argument, and a tautological verification of p-allowability, shows we also have

an isomorphism Φp : R[π/H] ⊗R[π]
pSu
∗(X;R) → pSν∗ (X;R) with Φp the restriction of Φ̂.

Moreover, a simple computation shows we have the commutative diagram below.

R[π/H]⊗R[π]
pSu
∗(X;R)

Φp
- pSν∗ (X;R)

R[π/H]⊗R[π] Ŝ
u
∗(X;R)

∂

?
Φ̂
- Ŝν∗ (X;R)

∂

?

Thus, by Lemma 2.2.10 we have that the map induced by restricting Φp, IpS̃u
∗(X;R[π/H])→

IpSν∗ (X;R), is an isomorphism of chain complexes.

Corollary 2.2.14. Let X be a stratified pseudomanifold and let ν denote the data associated

to a cover of Xreg. Let R be a commutative ring with unity. There exists a system of local

coefficients Eν over Xreg such that IpSν∗ (X;R) ∼= IpS∗(X; Eν). Moreover, the isomorphism

restricts to isomorphisms IpSi
∗ν
∗ (U ;R) ∼= IpS∗(U ; i∗Eν) for every open U ⊂ X, where i :

U ↪→ X is the inclusion map and where i∗ν and i∗Eν are restrictions to U .
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Proof. We prove the theorem first for special cases with each becoming more general. We

begin with the case that X is a normal pseudomanifold, X is connected, and ν is a connected

covering. However, because X is connected and normal we have that Xreg is connected

(5, Lemma 2.63). Thus, this case follows immediately by combining Lemma 2.2.13 and

Theorem 2.2.11. Next, we assume ν is not necessarily a connected covering. Let νi denote

the connected components of ν. Then we have

IpSν∗ (X;R) ∼=
⊕
i

IpSνi∗ (X;R)

∼=
⊕
i

IpS∗(X; Eνi)

∼= IpS∗(X;
⊕
i

Eνi)

The first isomorphism is by Proposition 2.1.6, the second is by applying the previous case,

and the third is elementary. Next, we consider the case X is normal, but not necessarily

connected. We can write X =
∐
Xi with each Xi normal and connected. Let νi denote the

restriction of ν to Xi. Then we have

IpSν∗ (X;R) ∼=
⊕
i

IpSνi∗ (Xi;R)

∼=
⊕
i

IpS∗(Xi; Eνi)

∼= IpS∗(X;
∐
i

Eνi)

51



The first isomorphism is by Proposition 2.1.7, the second is by applying the previous case,

and the third is elementary.

Finally, we consider the case that X is not necessarily a normal pseudomanifold. Let

n : XN → X be a normalization of X. Then we have the following diagram

IpSν∗ (X
N ;R) - IpS∗(X

N ; Eν)

IpSν∗ (X;R)

n

?
- IpS∗(X; Eν).

n

?

The top map is an isomorphism by the previous case, the two vertical maps are isomorphism

by Proposition 2.1.8 and (16) (although the author in (16) only proves this for ordinary

intersection homology the proof for the local coefficients case is similar). Thus, we may

take the bottom horizontal map to be the composition around the square which is therefore

an isomorphism. The last part of the theorem follows by observing that the bottom hori-

zontal map will preserve the base support of extended simplices and that IpSi
∗ν
∗ (U ;R) and

IpS∗(U ; i∗Eν) correspond respectively to chains in IpSν∗ (X;R) and IpS∗(X; Eν) which have

base support in U .
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2.3 Local computations

In this subsection we apply Corollary 2.2.14 to carry over the local computations of intersec-

tion homology such as the cone formula. These will be useful when we make local to global

arguments later in the paper. Recall for a compact stratified pseudomanifold X we give cX

the filtration (cX)i = cX i−1 and (cX)0 = cone vertex.

Proposition 2.3.1. Let X be a stratified (k − 1)-dimensional pseudomanifold with Xreg

connected. Let p ≤ t be a perversity defined on cX. Define a perversity pX on X by

pX(S) = p(S × (0, 1)). Let ν be a connected regular cover (cX)reg = Xreg × (0, 1) with deck

transformation group π and let A be a right R[π]-module (R a commutative ring with unity).

Let i : X × {t0} ↪→ cX, 0 < t0 < 1 denote the inclusion map. Then,

IpH̃ν
j (cX;A) ∼=


0, if j ≥ k − 1− p({v}),

IpX H̃
ν|X
j (X;A), if j < k − 1− p({v})

where v is the cone vertex.

Proof. By Theorem 2.2.11 and Remark 2.2.12 there is a system of local coefficients E on

cX such that IpH∗(cX; E) ∼= IpH̃ν
∗ (cX;A); and moreover, IpH∗(X; i∗E) ∼= IpH̃

ν|X
∗ (X;A).

However, notice that ν|X is a connected regular cover of Xreg and thus also has deck trans-

formation group π. Therefore, we have that IpS̃
ν|X
∗ (X;A) = IpX S̃

ν|X
∗ (X;A) by Remark 2.2.8.

By the cone formula for intersection homology with local coefficients (8, Proposition 2.18)

we have that IpHj(cX; E) = 0 whenever j ≥ k − 1− p({v}). Thus, IpH̃ν
j (cX;A) = 0 in this

dimension range as well. Next, consider the case j < k − 1 − p({v}). Then we have the
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commutative diagram

IpX H̃
ν|X
j (X;A)∼=IpXHj(X; i∗E)

IpH̃ν
j (cX;A)

?
∼= IpHj(cX; E)

?

where the vertical maps are induced by inclusion. The right vertical map is an isomorphism

in this dimension range by the cone formula for intersection homology with local coefficients.

Hence, by commutativity the left vertical map is an isomorphism in this dimension range as

well.

Recall for a stratified pseudomanifold X and a trivially stratified m-manifold M we have

a standard filtration for X ×M given by (X ×M)i = X i−m ×M .

Proposition 2.3.2. Let X be a stratified pseudomanifold with Xreg connected.Let ν be a

connected regular cover of X × Rm with deck transformation group π and let A be a right

R[π]-module (R a commutative ring with unity). Let p be a perversity defined on X × Rm

and define a perversity on X by pX(S) = p(S × Rm) for each stratum S of X. Then the

inclusion map i : X × {0} ↪→ X × Rm induces an isomorphism

IpH̃ν
∗ (X × Rm;A) ∼= IpX H̃ν|X

∗ (X;A).
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Proof. By Theorem 2.2.11 there is a system of local coefficients E over (X × Rm)reg =

Xreg×Rm such that IpH̃ν
∗ (X×Rm;A) ∼= IpH∗(X×Rm; E) and IpH̃

ν|X
∗ (X;A) ∼= IpH∗(X; i∗E).

Notice that ν|X is a connected regular cover of Xreg and also has deck transformation group

π. Thus, by Remark 2.2.8 IpH̃
ν|X
∗ (X;A) = IpX H̃

ν|X
∗ (X;A).

Consider the diagram below

IpH̃ν
∗ (X × Rm;A) ∼= IpH∗(X × Rm; E)

IpX H̃ν|X
∗ (X;A)

6

∼= IpH∗(X; i∗E)

6

where the vertical maps are induced by inclusion. The right vertical map is an isomor-

phism by invariance of intersection homology with local coefficients under stratified homo-

topy equivalence ((7, Corollary 2.3)). Thus, by commutativity of the diagram the left vertical

map is also an isomorphism.
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Proposition 2.3.3 (Cone Formula). Let X be a stratified pseudomanifold of dimension k−1

with perversity p ≤ t defined on cX. Let ν be any covering of (cX)reg = Xreg × (0, 1). Let R

be a commutative ring with unity and i : X × {t0} ↪→ cX, 0 < t0 < 1, be the inclusion map.

Then

IpHν
j (cX;R) ∼=


0, if j ≥ n− 1− p({v}),

IpXH i∗ν
j (X;R), if j < n− 1− p({v})

where v is the cone vertex of cX.

Proof. This follows immediately by Lemma 2.2.13 and Proposition 2.3.1.

Proposition 2.3.4. Let R be a commutative ring with unity, X be a stratified pseudoman-

ifold with perversity p ≤ t, and let ν be the data associated to a covering of Xreg. Then we

have an isomorphism

IpH
ν×idRk
∗ (X × Rk;R) ∼= IpHν

∗ (X;R)

which is induced by the inclusion map i : X × {0} ↪→ X × Rk.

Proof. Immediate as in Proposition 2.3.3.

2.4 Excision and Mayer-Vietoris sequences

In this section we show excision holds and there is a Mayer-Vietoris long exact sequence for

intersection homology of coverings spaces of the regular set.
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Open covers and excision

The crucial result we will need this section is stated below. Applying Corollary 2.2.14 will

allow us to carry over this result to the intersection homology of covers of the regular set.

We refer the reader to (8, Proposition 2.9) for a proof. We note the author there considers

local coefficient systems which are more general than our setting. There singular maps

may dip into codimension one strata, however, as the author notes when perversities are

bounded above by the top perversity the more general construction is the same as intersection

homology with local coefficients which we use.

Although we simply state the result below, we should pause to note that carrying over

subdivision arguments from ordinary homology theory to intersection homology is not as

completely straightforward as one might expect. The issue is if we subdivide an intersection

chain, say ξ̂ = ξU + ξV where ξU has support in U and ξV has support in V , then we

also need ξU and ξV to be intersection chains in order to achieve Mayer-Vietoris long exact

sequences. However, this requires ∂ξU to be allowable, and there is no guarantee this happens

since the cancellations which occur in ∂ξ̂ to make ∂ξ̂ allowable may come from ∂ξV . For

more on Mayer-Vietoris sequences for intersection homology we also refer the reader to (5,

Mayer-Vietoris and Excision).

Proposition 2.4.1. Let U = {Uα} be a locally finite open cover for X. Let IpUS∗(X; E) ⊂

IpS∗(X; E) be the subcomplex of intersection chains ξ which can be written as a sum of

intersection chains ξ =
∑

j ξj where ξj is an intersection chain with support in some Uαj ∈ U .

Then the inclusion map ι : IpUS∗(X; E)→ IpS∗(X; E) is a quasi-isomorphism.
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Next, we state the excision theorem for intersection homology with local coefficients (8,

Lemma 2.11).

Proposition 2.4.2. Let X be a stratified space and let U ⊂ X be open and let C ⊂ U be

closed (as a subspace of U). Let E be a system of local coefficients defined on Xreg. Then

IpH∗(X,U ; E) ∼= IpH∗(X − C,U − C; E).

By Lemma 2.2.13 and Proposition 2.4.2 we immediately obtain the following corollary.

We remind the reader that within the context below, IpHν
∗ (X − C,U − C;R) is implicitly

the restriction of ν to X − C, that is, IpH i∗ν
∗ (X − C,U − C;R), where i : X − C ↪→ X is

the inclusion map and i∗ν is the restriction of ν to X − C.

Corollary 2.4.3 (Excision). Let R be a commutative ring with unity. Let X be a stratified

pseudomanifold and let U ⊂ X be open and C ⊂ U be closed (as a subspace of U). Let ν

be the data associated to any cover of Xreg. Then IpHν
∗ (X,U ;R) ∼= IpHν

∗ (X −C,U −C;R)

with the isomorphism induced by inclusion (X − C,U − C) ↪→ (X,U).

Mayer-Vietoris sequences

Although not stated in (8) we can easily obtain Mayer-Vietoris sequences from Proposi-

tion 2.4.1. Suppose U = {U, V } is an open cover of X. For an open set W ⊂ X let

iW : W ↪→ X denote the inclusion map. We note that
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IpS∗(U ; i∗UE) ∩ IpS∗(V ; i∗V E) = IpS∗(U ∩ V ; i∗U∩V E). This is because

ξ ∈ IpS∗(U ; i∗UE) ∩ IpS∗(V ; i∗V E) ⇐⇒ ξ ∈ IpS∗(U ; i∗UE) and ξ ∈ IpS∗(V ; i∗V E)

⇐⇒ ξ is an intersection chain and has support in U and V

⇐⇒ ξ is an intersection chain and has support in U ∩ V

⇐⇒ ξ ∈ IpS∗(U ∩ V ; i∗U∩V E).

Standard algebra gives us the short exact sequence

0→ IpS∗(U ∩ V ; i∗U∩V E)→ IpS∗(U ; i∗UE)⊕ IpS∗(V ; i∗V E)→ IpUS∗(X; E)→ 0.

which induces a long exact sequence of homology, but because ι : IpUS∗(X; E)→ IpS∗(X; E)

is a quasi-isomorphism we arrive at the following.

Proposition 2.4.4. There is a long exact sequence

- IpHi(U ∩ V ; i∗U∩V E) - IpHi(U ; i∗UE)⊕ IpHi(V ; i∗V E) - IpHi(X; E) - IpHi−1(U ∩ V ; i∗U∩V E) -

Combining Corollary 2.2.14 and Proposition 2.4.1 we arrive at Mayer-Vietoris sequences

for intersection homology of coverings of the regular set.
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Corollary 2.4.5. Let U, V be open subsets of a stratified pseudomanifold X (not necessarily

a cover of X). Let p be a perversity with p ≤ t. Let ν be the data associated to a cover of

Xreg. There is a long exact sequence

- IpHν
i (U ∩ V ;R) - IpHν

i (U ;R)⊕ IpHν
i (V ;R) - IpHν

i (U ∪ V ;R) - IpHν
i−1(U ∩ V ;R) -

There will be multiple arguments in this paper which will use typical Mayer-Vietoris local

to global arguments. In order to reduce redundancy, we state the structure of the arguments

below as meta-theorems. We refer the reader to (5) for a proof of these results, though, the

basic idea of the arguments may also be found in (14) where the author proves Poincaré

duality.
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Theorem 2.4.6 (Meta-Theorem 1). Let MM be the category whose objects are homeo-

morphic to open subsets of a given manifold M and whose morphisms are inclusions. Let

Ab∗ be the category of graded abelian groups. Let F∗, G∗ : MM → Ab∗ be functors and let

Φ : F∗ → G∗ be a natural transformation such that F∗, G∗,Φ satisfy the following conditions:

1. Φ : F∗(U)→ G∗(U) is an isomorphism for each U homeomorphic to Rn

2. F∗ and G∗ admit Mayer-Vietoris long exact sequences. That is, for open U, V ⊂ M

there is a Mayer-Vietoris sequence

→ Fi(U ∩ V )→ Fi(U)⊕ Fi(V )→ Fi(U ∪ V )→ Fi−1(U ∩ V )→

and similarly for G∗. Moreover, Φ induces a commutative diagram between the two

sequences.

3. If {Uα} is a totally ordered set of open subsets of M and Φ : F∗(Uα) → G∗(Uα) is an

isomorphism for each α, then Φ : F∗(∪αUα)→ G∗(∪αUα) is also an isomorphism.

Then Φ : F∗(M)→ G∗(M) is an isomorphism.

For the next meta-theorem we recall the definition of a stratified homeomorphism. A

map between stratified pseudomanifolds f : X → Y is said to be a stratified homeomorphism

if f is a topological homeomorphism and for each stratum S of X, f(S) is a stratum of Y

and the codimension of f(S) in Y equals the codimension of S in X.
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Theorem 2.4.7 (Meta-Theorem 2). Let FX be the category whose objects are homeomorphic

to open subsets of a given stratified pseudomanifold X and whose morphisms are stratified

homeomorphisms and inclusions. Let Ab∗ be the category of graded abelian groups. Let

F∗, G∗ : FX → Ab∗ be functors and let Φ : F∗ → G∗ be a natural transformation satisfying

the following properties:

1. F∗ and G∗ admit Mayer-Vietoris sequences with respect to open subsets of X, and Φ

induces a commutative diagram between the two sequences.

2. If {Uα} is a totally ordered set of open subsets of X, then the natural maps

lim
→
F∗(Uα)→ F∗(∪αUα) and lim

→
G∗(Uα)→ G∗(∪αUα)

are isomorphisms.

3. If L is a compact filtered space such that X has an open subset stratified homeomorphic

to Ri × cL and Φ : F∗(Ri × (cL − v)) → G∗(Ri × (cL − v)) is an isomorphism, then

Φ : F∗(Ri × cL)→ G∗(Ri × cL) is also an isomorphism.

4. If U is an open subset of X homeomorphic to euclidean space, then Φ : F∗(U)→ G∗(U)

is an isomorphism.

Then Φ : F∗(X)→ G∗(X) is an isomorphism.
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3 Cross product and Künneth theorem

In this section we formulate the cross product for intersection homology for coverings of the

regular set and also prove a Künneth theorem.

3.1 Existence of cross product map

First we prove a lemma which will allow us to define our cross product map in terms of the

cross product for singular chains.

Lemma 3.1.1. Let X be any space, let Y be a stratified space, and let ν be a covering space

for Yreg. Let f : X → Y be a map such that there is a lift f̃ : f−1(Yreg)→ E(ν). Then there

is a chain map (f̃ , f)# : S∗(X)→ Sν∗ (Y )

Proof. Define (f̃ , f)# : S∗(X)→ Sν∗ (Y ) by (f̃ , f)#(σ) = (f̃ ◦σ, f ◦σ) where f̃ ◦σ is restricted

to (f ◦ σ)−1(Yreg) and we extend (f̃ , f)# linearly. Then,

∂(f̃ , f)#(σ) = ∂(f̃ ◦ σ, f ◦ σ)

=
∑
k

(−1)k(f̃ ◦ σ ◦ ∂k, f ◦ σ ◦ ∂k)

=
∑
k

(−1)k(f̃ , f)#(σ ◦ ∂k)

= (f̃ , f)#

(∑
k

(−1)kσ ◦ ∂k

)

= (f̃ , f)#(∂σ)

Thus, (f̃ , f)# is a chain map as claimed.
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The usual way to construct a cross product map S∗(X)⊗S∗(Y )→ S∗(X×Y ) is abstractly

via acyclic models. This construction, however, is not available to intersection homology

theories. An alternative approach is to use shuffle products as in (5). For the convenience

of the reader we recall how these maps are defined.

Let p and q be two non-negative integers, then a (p, q)-shuffle is a partition of the set

{1, 2, . . . , p + q} into two disjoint ordered sets µ = {µi}pi=1 and ν = {νj}qj=1 with µi < µi+1

and νj < νj+1 for each i and j. The partition (µ, ν) can then be used to shuffle two ordered

sets of cardinalities p and q to form a new ordered set of cardinality p + q. For example,

take the ordered sets (A,B,C) and (α, β, γ) and suppose we have a (3, 3)-shuffle given by

({2, 4, 5}, {1, 3, 6}). We can shuffle our sets using this (3, 3)-shuffle to obtain the ordered set

{α,A, β,B,C, γ}.

Let (µ, ν) be a (p, q)-shuffle. Let ηµ : ∆p+q → ∆p be the map which takes the vertex

wi ∈ ∆p+q to the vertex uj ∈ ∆p if µj ≤ wi < µj+1 (here we set µ0 = 0 and µp+1 = p+q+1).

Similarly, we can form a map ην : ∆p+q → ∆q. From these two maps we can form the product

map ηµν = (ηµ, ην) : ∆p+q → ∆p × ∆q. Let sgn(µ, ν) denote the sign of the permutation

from (1, 2, . . . , p+q) to (µ1, . . . , µp, ν1, . . . , νq). The following then follows by (5, Proposition

5.10) and the comments proceeding (5, Theorem 5.31).
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Proposition 3.1.2. Let R be a commutative principal ideal domain with unity and let σ1 ∈

Sp(X;R) and σ2 ∈ Sq(Y ;R). The sum over all (p, q)-shuffles (µ, ν)

ε(σ1 ⊗ σ2) =
∑

sgn(µ, ν)(σ1 × σ2) ◦ ηµν

extends to a chain map

ε : S∗(X;R)⊗R S∗(Y ;R)→ S∗(X × Y ;R).

Theorem 3.1.3. Let R be a commutative principal ideal domain with unity. Let X, Y be

stratified spaces with perversities p, q; respectively. Suppose Q is any perversity on X × Y

with Q(S × S ′) ≥ p(S) + q(S ′) for all strata S ⊂ X and S ′ ⊂ Y . Let ν and ϑ be covering

spaces for Xreg and Yreg; respectively. Then there is a cross product map

ε̃ : IpSν∗ (X;R)⊗R IqSϑ∗ (Y ;R)→ IQSν×ϑ∗ (X × Y ;R)

Proof. We first define

ε̃ : Sν∗ (X;R)⊗R Sϑ∗ (Y ;R)→ Sν×ϑ∗ (X × Y ;R)

by

ε̃((σ̃, σ)⊗ (τ̃ , τ)) = (σ̃ × τ̃ , σ × τ)# (ε(id∆p ⊗ id∆q))

where p = dim(σ) and q = dim(τ) and we extend linearly to all of Sν∗ (X;R)⊗R Sϑ∗ (Y ;R).
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Let us show that ε̃ is a chain map. To simplify notation we let φ = σ × τ and φ̃ = σ̃ × τ̃

∂ε̃((σ̃, σ)⊗ (τ̃ , τ)) = ∂(φ̃, φ)# (ε(id∆p ⊗ id∆q ))

= (φ̃, φ)# (∂ε(id∆p ⊗ id∆q ))

= (φ̃, φ)# (ε(∂(id∆p ⊗ id∆q )))

= (φ̃, φ)# (ε((∂id∆p)⊗ id∆q + (−1)pid∆p ⊗ (∂id∆q )))

= (φ̃, φ)#

ε
∑

i

(−1)i(id∆p ◦ ∂i)⊗ id∆q + (−1)p
∑
j

(−1)j id∆p ⊗ (id∆q ◦ ∂j)



= (φ̃, φ)#

 ∑
(p−1,q)
shuffles

∑
i

sgn(µ, ω)(−1)i((id∆p ◦ ∂i)× id∆q ) ◦ ηµω



+ (φ̃, φ)#

(−1)p
∑

(p,q−1)
shuffles

∑
j

sgn(µ′, ω′)(−1)j(id∆p × (id∆q ◦ ∂j)) ◦ ηµ′ω′


=

∑
(p−1,q)
shuffles

∑
i

sgn(µ, ω)(−1)i(φ̃ ◦ ((id∆p ◦ ∂i)× id∆q ) ◦ ηµω, φ ◦ ((id∆p ◦ ∂i)× id∆q ) ◦ ηµω)

+ (−1)p
∑

(p,q−1)
shuffles

∑
j

sgn(µ′, ω′)(−1)j(φ̃ ◦ (id∆p × (id∆q ◦ ∂j)) ◦ ηµ′ω′ , φ ◦ (id∆p × (id∆q ◦ ∂j)) ◦ ηµ′ω′)

=
∑

(p−1,q)
shuffles

∑
i

sgn(µ, ω)(−1)i(((σ̃ ◦ ∂i)× τ̃) ◦ ηµω, ((σ ◦ ∂i)× τ) ◦ ηµω)

+ (−1)p
∑

(p,q−1)
shuffles

∑
j

sgn(µ′, ω′)(−1)j((σ̃ × (τ̃ ◦ ∂j)) ◦ ηµ′ω′ , (σ × (τ ◦ ∂j)) ◦ ηµ′ω′)
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On the other hand, we have

ε̃ (∂(σ̃, σ)⊗ (τ̃ , τ))) = ε̃((∂(σ̃, σ))⊗ (τ̃ , τ) + (−1)p(σ̃, σ)⊗ (∂(τ̃ , τ)))

= ε̃

∑
i

(−1)i(σ̃ ◦ ∂i, σ ◦ ∂i)⊗ (τ̃ , τ) + (−1)p
∑
j

(−1)j(σ̃, σ)⊗ (τ̃ ◦ ∂j , τ ◦ ∂j)


=
∑
i

(−1)i((σ̃ ◦ ∂i)× τ, (σ ◦ ∂i)× τ)#(ε(id∆p−1 ⊗ id∆q ))

+ (−1)p
∑
j

(−1)j(σ̃ × (τ̃ ◦ ∂j), σ × (τ ◦ ∂j))#(ε(id∆p ⊗ id∆q−1))

=
∑
i

(−1)i((σ̃ ◦ ∂i)× τ̃ , (σ ◦ ∂i)× τ)#

 ∑
(p−1,q)
shuffles

sgn(µ, ω)(id∆p−1 × id∆q ) ◦ ηµω




+ (−1)p
∑
j

(−1)j(σ̃ × (τ̃ ◦ ∂j), σ × (τ ◦ ∂j))#

 ∑
(p,q−1)
shuffles

sgn(µ′, ω′)(id∆p × id∆q−1) ◦ ηµ′ω′




=
∑
i

∑
(p−1,q)
shuffles

sgn(µ, ω)(−1)i((σ̃ ◦ ∂i)× τ̃ , (σ ◦ ∂i)× τ)#((id∆p−1 × id∆q ) ◦ ηµω)

+ (−1)p
∑
j

∑
(p,q−1)
shuffles

sgn(µ′, ω′)(−1)j(σ̃ × (τ̃ ◦ ∂j), σ × (τ ◦ ∂j))#((id∆p × id∆q−1) ◦ ηµ′ω′)

=
∑

(p−1,q)
shuffles

∑
i

sgn(µ, ω)(−1)i(((σ̃ ◦ ∂i)× τ̃) ◦ ηµω, ((σ ◦ ∂i)× τ) ◦ ηµω)

+ (−1)p
∑

(p,q−1)
shuffles

∑
j

sgn(µ′, ω′)(−1)j((σ̃ × (τ̃ ◦ ∂j)) ◦ ηµ′ω′ , (σ × τ ◦ ∂j) ◦ ηµ′ω′)

Hence, we see that ε̃∂ = ∂ε̃. Next, we must justify that we can restrict ε̃ to IpSν∗ (X;R)⊗R

IqSϑ∗ (Y ;R). This can be done because IpSν∗ (X;R) and IqSϑ∗ (Y ;R) are submodules of the free

R-modules Sν∗ (X;R) and Sϑ∗ (Y ;R); respectively. Thus, because R is a principal ideal domain

IpSν∗ (X;R) and IqSϑ∗ (Y ;R) are also free R-modules. Thus, the functors IpSν∗ (X;R)⊗R and

⊗RIqSϑ∗ (Y ;R) are both left exact so we have an exact sequence

0→ IpSν∗ (X;R)⊗R IqSϑ∗ (Y ;R)→ Sν∗ (X;R)⊗R Sϑ∗ (Y ;R)
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Therefore, we are justified in restricting ε̃ to IpSν∗ (X;R)⊗R IqSϑ∗ (Y ;R). To complete the

theorem we need only show that ε̃
(
IpSν∗ (X;R)⊗R IqSϑ∗ (Y ;R)

)
⊂ IQSν×ϑ∗ (X × Y ;R).

To this end if (σ̃1, σ1) is p-allowable and an extended i-simplex and (σ̃2, σ2) is q-allowable

and an extended j-simplex, then

ε̃((σ̃1, σ1)⊗ (σ̃2, σ2)) =
∑
(i,j)

shuffles

sgn(µ, ω)(σ̃1 × σ̃2 ◦ ηµω, σ1 × σ2 ◦ ηµω)

However, from the proof of (5, Lemma 5.12) each (σ1 × σ2) ◦ ηµω is Q-allowable, hence,

ε̃((σ̃1, σ1)⊗ (σ̃2, σ2)) is a Q-allowable chain.

For a p-allowable chain ξ1 and a q-allowable chain ξ2 we have that ε̃(ξ1⊗ξ2) is Q-allowable

as ξ1 ⊗ ξ2 can be written as a sum of terms having the form r(σ̃1, σ1) ⊗ (σ̃2, σ2) by using

bilinearity of tensor products, where σ1 is p-allowable, σ2 is q-allowable, and r ∈ R. So our

above proof shows that ε̃(ξ1 ⊗ ξ2) is also Q-allowable.

Finally, take chains ξ1 ∈ IpSν∗ (X;R) and ξ2 ∈ IqSϑ∗ (Y ;R). We must show now that

∂(ε̃(ξ1 ⊗ ξ2)) is Q-allowable. However, using that ε̃ is a chain map we have ∂(ε̃(ξ1 ⊗ ξ2)) =

ε̃((∂ξ1) ⊗ ξ2 ± ξ1 ⊗ (∂ξ2)). But because ξ1 is a p-intersection chain we have ξ1 and ∂ξ1 are

both p-allowable. Similarly, because ξ2 is a q-intersection chain we have ξ2 and ∂ξ2 are both

q allowable. Thus, our above proof of allowablility applies to show ε̃((∂ξ1)⊗ ξ2± ξ1⊗ (∂ξ2))

is Q-allowable, Thus, ε̃(ξ1 ⊗ ξ2) and ∂(ε̃(ξ1 ⊗ ξ2)) are both Q-allowable so that ε̃(ξ1 ⊗ ξ2) is

a Q-intersection chain which is what we wanted to show.

Remark 3.1.4 (Notation). Instead of writing the cross product as ε̃(ξ1⊗ ξ2), we will follow

custom and often use the notation of writing the cross product of ξ1 and ξ2 as ξ1 × ξ2
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3.2 Künneth theorem where one term is a manifold

Next, we prove a Künneth theorem where one term in the product is a manifold.

Theorem 3.2.1. Let F be a field and let X be a stratified pseudomanifold with perversity p

and M an n-manifold with trivial stratification. Filter X ×M as (X ×M)i = X i−n ×M .

Let ν and ϑ be covers for Xreg and M ; respectively. Then the cross product induces an

isomorphism

× : H∗(I
pSν∗ (X;F )⊗F Sϑ∗ (M ;F ))→ H∗(I

pSν×ϑ∗ (X ×M ;F ))

Proof. We will apply Theorem 2.4.6 to prove the theorem. Let F∗ be the functor F∗(U) =

H∗(I
pSν∗ (X;F ) ⊗F Sϑ∗ (U ;F )) for U ⊂ M open. Also let G∗ be the functor G∗(U) =

IpHν×ϑ
∗ (X × U ;F ). The natural transformation F∗ → G∗ is given by the cross product.

We first consider the case U is an open subset of M homeomorphic to Rn and ϑ|U is

isomorphic to the trivial covering idRn . By Proposition 2.3.4 we have that IpHν×idRn
∗ (X ×

Rn;F )) ∼= IpHν
∗ (X;F ). Moreover, this isomorphism is induced by the inclusion X ∼= X ×

{0} ↪→ X × Rn.

Obviously we have that SidRn
∗ (Rn;F ) ∼= S∗(Rn;F ). From this and the algebraic Künneth

theorem we haveH∗(I
pSν∗ (X;F )⊗FSidRn

∗ (Rn;F )) ∼= IpHν
∗ (X;F )⊗FH∗(Rn;F )) ∼= IpHν

∗ (X;F )⊗F

H0(Rn;F ). If we take H0(Rn;F ) to be generated by the vertex at the origin then the

cross product of a simplex with the vertex at the origin is the same as the composition of

the simplex with the inclusion map X ∼= X × {0} ↪→ X × Rn. Thus, the cross product

× : H∗(I
pSν∗ (X;F )⊗F SidRn

∗ (Rn))→ IpHν×idRn
∗ (X × Rn;F )) is an isomorphism.
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Now consider the case U is homeomorphic to Rn and ϑ|U is isomorphic to a disjoint union

of trivial covers of Rn. In other words, ϑ|U is isomorphic to the cover p :
∐

α∈J Rn → Rn for

some index set J and where p maps each copy of Rn in the disjoint union
∐

α∈J Rn trivially

onto the base Rn. Then ν × ϑ restricted to X × U is isomorphic to
∐

α∈J X × Rn.

In this case H∗(I
pSν×ϑ∗ (X × Rn;F )) ∼=

⊕
α∈J I

pHν
∗ (X;F ) by Proposition 2.1.6 and

Proposition 2.3.4. Again, each term in the summand is induced by the inclusion map

which as noted above is compatible with the cross product map. On the other hand,

we have by the algebraic Künneth theorem and Proposition 2.1.6 that H∗(I
pSν∗ (X;F ) ⊗F

Sϑ∗ (Rn;F )) ∼= H∗(I
pSν∗ (X;F ) ⊗F

⊕
α∈J S

idRn
∗ (Rn;F )) ∼= IpSν∗ (X;F ) ⊗F

⊕
α∈J H0(Rn;F ) ∼=⊕

α∈J I
pHν
∗ (X;F ). Since cross product is compatible with the inclusion map we again

have that the cross product induces an isomorphism × : H∗(I
pSν∗ (X;F ) ⊗F Sϑ∗ (U ;F )) →

IpHν×ϑ
∗ (X × U ;F ) in the special case U is homeomorphic to Rn and ϑ|U is isomorphic to a

trivial (not necessarily connected) cover of Rn.

Next, let {Uα} ⊂ M be a totally ordered set with the ordering given by inclusion and

with each Uα open and such that F∗(Uα) → G∗(Uα) is an isomorphism. We will show that

F∗(∪αUα) → G∗(∪αUα) is also an isomorphism. Let U = ∪αUα. We have the following

commutative diagram.

H∗(I
pSν∗ (X;F )⊗F Sϑ∗ (Uβ;F ))

×
- IpHν×ϑ

∗ (X × Uβ;F )

H∗(I
pSν∗ (X;F )⊗F Sϑ∗ (U ;F ))

? ×
- IpHν×ϑ

∗ (X × U ;F )
?
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Let us first show that H∗(I
pSν∗ (X;F ) ⊗F Sϑ∗ (U ;F )) → IpHν×ϑ

∗ (X × U ;F ) is surjective.

Let ξ ∈ H∗(IpSν×ϑ∗ (X ×U ;F )). Write ξ =
∑

i fi(σ̃i, σi) where fi ∈ F . Then since the image

of each σi is compact it is contained in a finite subcover of {X×Uα} which means because ξ

is a finite sum we then have that ξ has base support (the union of the supports |σi| in the sum

above) in a finite subcover of {X × Uα}. However, since {Uα} is totally ordered this means

we can find Uβ such that ξ has base support in X × Uβ. But we have H∗(I
pSν∗ (X;F ) ⊗F

Sϑ∗ (Uβ;F )) → IpHν×ϑ
∗ (X × Uβ;F ) is an isomorphism, in particular surjective. Thus, from

the above commutative diagram there is also an element of H∗(I
pSν∗ (X;F ) ⊗F Sϑ∗ (U ;F ))

mapping to ξ.

Similarly, we can show H∗(I
pSν∗ (X;F ) ⊗F Sϑ∗ (U ;F )) → IpHν×ϑ

∗ (X × U ;F ) is injective.

Suppose ξ ∈ H∗(I
pSν∗ (X;F ) ⊗F Sϑ∗ (U ;F )) maps to 0. Let us write ξ =

∑
ξi ⊗ xi where

each xi ∈ Sϑ∗ (U ;F ) and ξi ∈ IpSν∗ (X;F ). We are assuming that
∑
ξi × xi = ∂ζ for

some ζ ∈ IpHν×ϑ
∗ (X × U ;F ). Again, by compactness there is some Uβ such that each

xi has base support in Uβ and ζ has base support in X × Uβ. Thus, ξ is an element

of H∗(I
pSν∗ (X;F ) ⊗F Sϑ∗ (Uβ;F )) and ζ is an element of IpHν×ϑ

∗ (X × Uβ;F )). However,

since H∗(I
pSν∗ (X;F )⊗F Sϑ∗ (Uβ;F ))→ IpHν×ϑ

∗ (X × Uβ;F ) is an isomorphism there is some

µ ∈ H∗(IpSν∗ (X;F ) ⊗F Sϑ∗ (Uβ;F )) such that ∂µ = ξ. Thus, from the above commutative

diagram ξ must also represent zero as an element of H∗(I
pSν∗ (X;F )⊗F Sϑ∗ (U ;F )).

Hence, we have shown that H∗(I
pSν∗ (X;F ) ⊗F Sϑ∗ (U ;F )) → IpHν×ϑ

∗ (X × U ;F ) is an

isomorphism.
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Consider the following diagram:

0 0

IpSν∗S∗(X;F )⊗F Sϑ∗ (U ∩ V ;F )
? ×

- IpSν×ϑ∗ (X × (U ∩ V );F )
?

(
IpS̃ν∗ (X;F )⊗F Sϑ∗ (U ;F )

)
⊕
(
IpSν∗ (X;F )⊗F Sϑ∗ (V ;F )

)?
×
- IpSν×ϑ∗ (X × U ;F )⊕ IpSν×ϑ∗ (X × V ;F )

?

IpSν∗ (X;F )⊗F (Sϑ∗ (U ;F ) + Sϑ∗ (V ;F ))
? ×

- IpSν×ϑ∗ (X × U ;F ) + IpSν×ϑ∗ (X × V ;F )
?

0
?

0
?

The right column is a Mayer-Vietoris short exact sequence, while the left column is the

Mayer-Vietoris sequence

0→ Sϑ∗ (U ∩ V ;F )→ Sϑ∗ (U ;F )⊕ Sϑ∗ (V ;F )→ Sϑ∗ (U ;F ) + Sϑ∗ (V ;F )→

tensored with IpSν∗ (X;F ). For each open set W , the complexes Sϑ∗ (W ;F ) are free F -modules

because F is a field so that exactness is preserved upon tensoring with IpSν∗ (X;F ). From

the proof of Corollary 2.4.5 we have that H∗(I
pSν×ϑ∗ (X × U ;F ) + IpSν×ϑ∗ (X × V ;F )) ∼=

H∗(I
pSν×ϑ∗ (X × (U ∪ V );F )). So we may substitute H∗(I

pSν×ϑ∗ (X × (U ∪ V );F )) into the

long exact sequence induced by the short exact sequence of the bottom row. Hence, the long

exact sequence induced by the bottom row will have the form of a Mayer-Vietoris long exact

sequence. As for the top row, note that because M is trivially stratified, we have that for any
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perversity r on M , IrSϑ∗ (W ;F ) = Sϑ∗ (W : F ) (the allowability condition is trivial if there

are no singular strata) for each open set W ⊂ M . Thus, we can apply Proposition 2.4.1

so that Sϑ∗ (U ;F ) + Sϑ∗ (V ;F ) is quasi-isomorphic to Sϑ∗ (U ∪ V ;F ). Furthermore, because

F is a field, we may appeal to the algebraic Künneth theorem and naturality to see that

H∗(I
pSν∗ (X;F )⊗F (Sϑ∗ (U ;F ) + Sϑ∗ (V ;F ))) ∼= H∗(I

pSν∗ (X;F )⊗F Sϑ∗ (U ∪ V ;F )). Thus, the

long exact sequence induced by the short exact sequence of the top row also has the form of a

Mayer-Vietoris sequence. With these substitutions the cross product induces a commutative

diagram of Mayer-Vietoris sequences as can be seen from the commutative diagrams

Hi(I
pSν∗ (X;F )⊗F Sϑ∗ (U ;F ))⊕Hi(I

pSν∗ (X;F )⊗F Sϑ∗ (V ;F ))
×⊕×

- IpHν×ϑ
i (X × U ;F )⊕ IpHν×ϑ

i (X × V ;F )

Hi(I
pSν∗ (X;F )⊗F (Sϑ∗ (U ;F ) + Sϑ∗ (V ;F )))

? ×
- Hi(I

pSν×ϑ∗ (X × U ;F ) + IpSν×ϑ∗ (X × V ;F ))
?

Hi(I
pSν∗ (X;F )⊗F Sϑ∗ (U ∪ V ;F ))

∼=
? ×

- IpHν×ϑ
i (X × (U ∪ V );F )

∼=
?

and

Hi(I
pSν∗ (X;F )⊗F Sϑ∗ (U ∪ V ;F ))

×
- IpHν×ϑ

i (X × (U ∪ V );F )

Hi(I
pSν∗ (X;F )⊗F (Sϑ∗ (U ;F ) + Sϑ∗ (V ;F )))

∼=
? ×

- Hi(I
pSν×ϑ∗ (X × U ;F ) + IpSν×ϑ∗ (X × V ;F ))

∼=
?

Hi−1(IpS∗(X;F )⊗F Sϑ∗ (U ∩ V ;F ))

∂∗

? ×
- IpHν×ϑ

i−1 (X × (U ∩ V );F )

∂∗

?
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with the bottom square commuting because the cross product inducing a commutative dia-

gram of short exact sequences above means that the cross product will induce a commutative

diagram of long exact sequences. So finally we may appeal to Theorem 2.4.6 to finish the

proof.

3.3 Künneth theorem where both terms are coned spaces

Before proceeding to our general Künneth theorem, we prove another special case when both

terms in the product are cones. Our version of the Künneth theorem follows the argument

as in (5, Section 6.4). We will make the stronger assumption of field coefficients as that is

all we will need for our purposes. The idea in (5) is to define a perversity Qp,q on X × Y

when we are given perversities p on X and q on Y by

Qp,q(S × S ′) =



p(S) + q(S ′) + 2 if S, S ′ are both singular

p(S) if S is singular and S ′is regular

q(S ′) if S is regular and S ′ is singular

0 if S, S ′ are both regular

Remark 3.3.1. To achieve a Künneth theorem we could also set Q(S × S ′) = p(S) + q(S ′)

or p(S) + q(S ′) + 1 in the case S and S ′ are both singular. We will want the above definition

though for the purposes of comaptibility with the diagonal map.
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Lemma 3.3.2. Let F be a field and let X, Y be stratified psuedomanifolds of dimension n−1

and m − 1, respectively, and with Xreg and Yreg connected. Let p and q be perversities on

cX and cY ;respectively. Let ν be a covering for Xreg and let ϑ be a covering for Yreg. Let cν

denote the cover ν × id(0,1) of (cX)reg = Xreg × (0, 1) and similarly define cϑ. Assume that

for any open U ⊂ cX and V ⊂ cY with depth(U) + depth(V ) < depth(cX) + depth(cY ) that

the cross product induces an isomorphism

× : H∗(I
pScν∗ (U ;F )⊗F IqScϑ∗ (V ;F ))→ IQp,qHcν×cϑ

∗ (U × V ;F ).

Then the cross product induces an isomorphism

× : H∗(I
pScν∗ (cX;F )⊗F IqScϑ∗ (cY ;F ))→ IQp,qHcν×cϑ

∗ (cX × cY ;F ).

Proof. Throughout the proof we will assume field coefficients; however we suppress them from

notation. We will also use write Q to mean Qp,q. To compute IQHcν×cϑ
∗ (cX×cY ) we will need

the construction of the join of two spaces. The join is given byX∗Y = (X×cY )∪X×Y (cX×Y )

and from this formula we can filter X ∗ Y in an obvious way. From this filtration we have a

filtered homeomorphism of c(X ∗ Y ) with cX × cY (for details see (5, Section 2.9) for more

on the join of stratified spaces). Thus, cν × cϑ will also be a cover for (c(X ∗ Y ))reg because

the regular stratum of c(X ∗ Y ) is homeomorphic to the regular stratum of cX × cY . Let

v be the cone vertex of cX and w be the cone vertex for cY . Let UX = cX − {v} and

VY = cY − {w} and let U = UX × cY and V = cX × VY . Notice that under the stratified

homeomorphism cX × cY ∼= c(X ∗ Y ), v × w maps to the cone vertex of c(X ∗ Y ). Hence,

by the cone formula Proposition 2.3.3 we have that

75



IQHcν×cϑ
i (cX × cY ) ∼=


0, if i ≥ m+ n−Q({v} × {w})− 1,

IQHcν×cϑ
i (U ∪ V ) if i < m+ n−Q({v} × {w})− 1

(5)

where we have used that U ∪ V = ((cX − {v})× cY ) ∪ (cX × (cY − {w})) = (cX × cY )−

{v} × {w}.

This suggests breaking our proof of the theorem up into the cases that i ≥ m + n −

Q({v} × {w})− 1 and i < m+ n−Q({v} × {w})− 1 and using a Mayer-Vietoris sequence

applied to the open sets U and V . Before descending into these cases separately, we first

make a few computations. Notice that

depth(U) = depth(UX × cY )

= depth(UX) + depth(cY )

= depth(cX − {v}) + depth(cY )

= depth(X × (0, 1)) + depth(cY )

= depth(X) + depth(cY )

< depth(cX) + depth(cY )
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Thus, we have by our assumption in the statement of the theorem that the cross product

induces an isomorphism

× : H∗(I
pScν∗ (UX)⊗ IqScϑ∗ (cY ))→ IQHcν×cϑ

∗ (U). (6)

Similarly, we have that depth(V ) < depth(cX)+depth(cY ) and therefore an isomorphism

× : H∗(I
pScν∗ (cX)⊗ IqScϑ∗ (VY ))→ IQHcν×cϑ

∗ (V ). (7)

We also have that depth(U ∩ V ) = depth(UX × VY ) < depth(cX) + depth(cY ). So again

we have an isomorphism

× : H∗(I
pScν∗ (UX)⊗ IqScϑ∗ (VY ))→ IQHcν×cϑ

∗ (U ∩ V ). (8)

Next, let us apply the algebraic Künneth theorem and the cone formula to the above

three isomorphisms. First, we work with (6).

IQHcν×cϑ
i (U) ∼= Hi(I

pScν∗ (UX)⊗ IqScϑ∗ (cY ))

by (6)

∼=
⊕
i=j+k

IpHcν
j (UX)⊗F IqHcϑ

k (cY )

by the algebraic Künneth theorem

∼=
⊕
i=j+k

k<n−1−q(w)

IpHcν
j (UX)⊗F IqHcϑ

k (VY ) (9)

by Proposition 2.3.3.
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Similarly, we have that

IQHcν×cϑ
i (V ) ∼= Hi(I

pScν∗ (cX)⊗ IqScϑ∗ (VY ))

by (7)

∼=
⊕
i=j+k

IpHcν
j (cX)⊗F IqHcϑ

k (VY )

by the algebraic Künneth theorem

∼=
⊕
i=j+k

j<m−1−p({v})

IpHcν
j (UX)⊗F IqHcϑ

k (VY ) (10)

by Proposition 2.3.3.

and we also have that

IQHcν×cϑ
∗ (U ∩ V ) ∼= Hi(I

pScν∗ (UX)⊗ IqScϑ∗ (VY ))

by (8)

∼=
⊕
i=j+k

IpHcν
j (UX)⊗F IqHcϑ

k (VY ) (11)

by the algebraic Künneth theorem.
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The final computation we will need for our argument is that

Hi(I
pScν∗ (cX)⊗ IqScϑ∗ (cY )) ∼=

⊕
i=j+k

IpHcν
j (cX)⊗ IqHcϑ

k (cY )

by the algebraic Künneth theorem

∼=
⊕
i=j+k

j<n−p({v})−1
k<m−q(w)−1

Hj(I
pSν∗ (UX))⊗Hk(I

qSϑ∗ (VY )) (12)

by Proposition 2.3.3.

We want to show that the cross product

× :
⊕
i=j+k

IpHcν
j (cX)⊗ IqHcϑ

k (cY )→ IQHcν×cϑ
i (cX × cY ) (13)

induces an isomorphism for all i. As we suggested above we will break this up into the cases

i ≥ m + n − Q({v} × {w}) − 1 and i < m + n − Q({v} × {w}) − 1. We first deal with

the case i ≥ m + n − Q({v} × {w}) − 1. From the cone formula (5) above we see that

IQHcν×cϑ
i (cX × cY ) = 0 in this case.
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On the other hand, we see that in the case i ≥ m+ n−Q({v}× {w})− 1 the sum index

in (12) is empty because if i = j + k and j < n− p({v})− 1 and k < m− q(w)− 1 so that

j ≤ n− p({v})− 2 and k ≤ m− q(w)− 2, then

i = j + k

≤ n− p({v})− 2 +m− q(w)− 2

= n+m− (p({v}) + q(w) + 2)− 2

= n+m−Q({v} × {w})− 2.

Hence, i < n + m − Q({v} × {w}) − 1 which of course can’t happen in the case i ≥

m + n − Q({v} × {w}) − 1. Thus, the sum in (12) is 0 so that the cross product (13) is

trivially an isomorphism in this case.

Next, consider the case i < m+n−Q({v}×{w})−1. We will show that in this dimension

range the map

IQHcν×cϑ
i (U ∩ V )→ IQHcν×cϑ

i (U)⊕ IQHcν×cϑ
i (V )

coming from the Mayer-Vietoris long exact sequence is injective. However, we have by (9),

(10), and (11) that this corresponds to a map

⊕
i=j+k

IpHcν
j (UX)⊗F IqHcϑ

k (VY ) -

 ⊕
i=j+k

k<n−1−q(w)

IpHcν
j (UX)⊗F IqHcϑ

k (VY )

⊕
 ⊕

i=j+k
j<m−1−p({v})

IpHcν
j (UX)⊗F IqHcϑ

k (VY )
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Recall we are in the case i < m+ n−Q({v} × {w})− 1 = m+ n− p({v})− q(w)− 3 <

m + n− p({v})− q(w)− 2. Therefore, if we write i = j + k as in the map above, we must

have that j < n − p({v}) − 1 or k < m − q(w) − 1. Let Gjk denote a summand in (11).

By naturality of the cross product and the algebraic Künneth theorem in the case of field

coefficients, we have that the map above on the level of direct summands is given by



Gjk
id−→ Gjk, if j < n− p({v})− 1 and k ≥ m− q(w)− 1

Gjk
−id−−→ Gjk, if j ≥ n− p({v})− 1 and k < m− q(w)− 1

Gjk
id⊕−id−−−−→ Gjk ⊕Gjk, if j < n− p({v})− 1 and k < m− q(w)− 1.

(14)

Because these are all the possible cases for a summand in (11) in the case that i < m +

n − Q({v} × {w}) − 1 we see that in each possible case the map is injective. Hence, we

have shown that IQHcν×cϑ
i (U ∩ V ) → IQHcν×cϑ

i (U) ⊕ IQHcν×cϑ
i (V ) is injective whenever

i < m+n−Q({v}×{w})−1. Moreover, we have the diagram below whose top row is exact

by standard Mayer-Vietoris and whose bottom row is exact by the above computation (14).

Also, as we are in the case i < m+n−Q({v}× {w})− 1 from the cone formula (5) we may

replace IQHcν×cϑ
i (U ∪V ) with IQHcν×cϑ

i (cX×cY ) for these values of i in the Mayer-Vietoris

long exact sequence in the top row below.

0 - IQHcν×cϑ
i (U ∩ V ) - IQHcν×cϑ

i (U)⊕ IQHcν×cϑ
i (V ) - IQHcν×cϑ

i (cX × cY )
0
- IQHcν×cϑ

i−1 (U ∩ V ) - IQHcν×cϑ
i−1 (U)⊕ IQHcν×cϑ

i−1 (V )

0 -
⊕
i=j+k

Gjk

× ∼=
6

-
⊕
i=j+k

j<n−p({v})−1

Gjk ⊕
⊕
i=j+k

j<m−q(w)−1

Gjk

×⊕× ∼=
6

-
⊕
i=j+k

j<m−p({v})−1
k<n−q(w)−1

Gjk

×
6

0
-

⊕
i−1=j+k

Gjk

× ∼=
6

-
⊕

i−1=j+k
j<n−p({v})−1

Gjk ⊕
⊕
i=j+k

j<m−q(w)−1

Gjk

×⊕× ∼=
6

The squares not containing the connecting homomorphism commute by naturality of the
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cross product and naturality of the algebraic Künneth theorem for field coefficientes and

the square with the connecting homomorphisms trivially commutes. Therefore, by the five

lemma we have

× :
⊕
i=j+k

j<n−p({v})−1
k<m−q(w)

Gjk → IQHcν×cϑ
i (cX × cY )

is an isomorphism whenever i < m+ n−Q({v} × {w})− 1. But by (13) this isomorphism

factors as

⊕
i=j+k

j<n−p({v})−1
k<m−q(w)

Gjk
∼= Hi(I

pScν∗ (cX)⊗ IqScϑ∗ (cY ))
×−→ IQHcν×cϑ

i (cX × cY ).

Therefore, because the composition is an isomorphism we have that in the case i <

m+ n−Q({v} × {w})− 1

Hi(I
pScν∗ (cX)⊗ IqScϑ∗ (cY ))

×−→ IQHcν×cϑ
i (cX × cY )

is an isomorphism. Thus, we have shown the cross product induces an isomorphism in all

possible cases.

Remark 3.3.3. We note that because any cover ν of (cX)reg = X × (0, 1) can be written

as ν = cνX where νX is a cover of Xreg, we have that the above Lemma holds if we just

assumed we had any coverings for (cX)reg and (cY )reg.
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3.4 Künneth theorem for general products of pseudomanifolds

Finally, we come to our main result of the section.

Theorem 3.4.1 (Künneth). Let F be a field and let X and Y be stratified pseudomanifolds

of dimension n and m with perversities p ≤ t and q ≤ t; respectively. Let ν be a cover for

Xreg and ϑ a cover for Yreg. Then the cross product induces an isomorphism

× : H∗(I
pSν∗ (X;F )⊗ IqSϑ∗ (Y ;F ))→ IQHν×ϑ

∗ (X × Y ;F ).

Proof. We will induct on the depth of X × Y . If depth(X × Y ) = 0, then both X and Y

are manifolds and the result follows from Theorem 3.2.1. If depth(X × Y ) = 1 then either

X or Y is a manifold so that this case also reduces to Theorem 3.2.1.

So assume depth(X × Y ) = N and the theorem has been proven for all products whose

depth is less than N . We will argue by applying Theorem 2.4.7.

We first prove the special case when Y = cL×Rj for some compact stratified pseudoman-

ifold L. Define functors F∗ and G∗ on open subsets of X by F∗(U) = H∗(I
pSν∗ (U)⊗IqSϑ∗ (Y ))

and G∗(U) = IQHν×ϑ
∗ (U×Y ). The cross product induces a natural transformation Φ : F∗ →

G∗. Now G∗ has a Mayer-Vietoris sequences by Corollary 2.4.5 and F∗ has Mayer-Vietoris

sequences from the induced long exact sequence of the short exact sequence obtained from

the short exact sequence of IpS∗( · ;F ) for subsets of X and tensoring with IqSϑ∗ (Y ;F ).

The resulting sequence after tensoring is still exact because F is a field. As in the proof of

Theorem 3.2.1 Φ induces a map of Mayer-Vietoris short exact sequences and hence a map

of long exact sequences on homology.
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The part of the Theorem 2.4.7 concerning direct limits is also satisfied using the same

argument of compactness of chains as in Theorem 3.2.1.

Next, we need to verify that whenever Φ : F∗((cL
′ − {v})×Ri)→ G∗((cL

′ − {v})×Ri)

is an isomorphism, so is Φ : F∗(cL
′ × Ri) → G∗(cL

′ × Ri) where L′ is a compact stratified

pseudomanifold and v is the cone vertex of cL′. Consider open subsets of the form UX =

U × Ri ⊂ cL × Ri and VY = V × Rj ⊂ cL × Rj where U and V are open and with

depth(U) + depth(V ) < depth(cL′) + depth(cL). Then, we have that

depth(UX × VY ) = depth(UX) + depth(VY )

= depth(U) + depth(V )

< depth(cL′) + depth(cL)

≤ N

Thus, we have by our inductive assumption that the cross product induces an isomor-

phism

× : H∗(I
pSν∗ (UX)⊗ IqSϑ∗ (VY ))→ IQHν×ϑ

∗ (UX × VY ).

However, using that UX is stratified homotopy equivalent to U and similarly VY is strat-

ified homotopy equivalent to V , the above isomorphism then gives us an isomorphism

× : H∗(I
pSν∗ (U)⊗ IqSϑ∗ (V ))→ IQHν×ϑ

∗ (U × V ).
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Therefore, the hypothesis of Lemma 3.3.2 are satisfied so that the cross product induces

an isomorphism

× : H∗(I
pSν∗ (cL

′)⊗ IqSϑ∗ (cL))→ IQHν×ϑ
∗ (cL′ × cL).

However, once again we have that cL′ × Ri is stratified homotopy equivalent to cL′ and

similarly cL×Ri is stratified homotopy equivalent to cL. Thus, the above isomorphism gives

us the desired isomorphism induced by the cross product

× : H∗(I
pSν∗ (cL

′ × Ri)⊗ IqSϑ∗ (cL× Rj))→ IQHν×ϑ
∗ (cL′ × Ri × cL× Rj).

In other words, Φ : F∗(cL
′ × Ri)→ G∗(cL

′ × Ri) is an isomorphism.

Finally, to complete the proof of the special case Y = cL × Rj, we need to prove that

whenever U ⊂ X is an open subset that is empty or contained in a single stratum of X,

Φ : F∗(U) → G∗(U) is an isomorphism. However, if U = ∅, then we trivially have an

isomorphism Φ : F∗(U) → G∗(U). Otherwise, U is homeomorphic to a manifold that

inherits a trivial stratification from X. Thus, this case follows from Theorem 3.2.1 and the

proof of the theorem in this special case follows by Theorem 2.4.7.

Finally, we can prove the general case. We again apply Theorem 2.4.7. Now let F∗ and G∗

functors defined on open subsets of Y that are given by F∗(U) = H∗(I
pSν∗ (X) ⊗ IqSϑ∗ (U))

and G∗(U) = IQHν×ϑ
∗ (X × U) and again we have a natural transformation Φ given by

the cross product. The same reasoning above gives us a commutative diagram of Mayer-

Vietoris sequences and the statement concerning direct limits. The condition that Φ :

F∗((cL− {v})× Ri)→ G∗((cL− {v})× Ri) is an isomorphism is fulfilled by the inductive
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hypothesis. We must show that Φ : F∗(cL × Ri) → G∗(cL × Ri) is also an isomorphism.

However, this is just the special case of the theorem we proved above. The final item we

must prove is that if U ⊂ Y is homeomorphic to Euclidean space and contained within

a single stratum, then Φ : F∗(U) → G∗(U) is an isomorphism. However, this is holds

by Theorem 3.2.1. Thus, by Theorem 2.4.7 we have that Φ(Y ) : F∗(Y ) → G∗(Y ) is an

isomorphism which is what we wanted to show.

Without too much further effort we can prove a relative version of the Künneth theorem.

Theorem 3.4.2 (Relative Künneth). Let X and Y be stratified pseudomanifolds with per-

versities p and q and open subsets A,B; respectively. Let ν be a covering for Xreg and ϑ be

a covering for Yreg. Then the cross product induces a quasi-isomorphism

× : IpSν∗ (X,A;F )⊗F IqSϑ∗ (Y,B;F )

→ IQSν×ϑ∗ (X × Y,A× Y ∪X ×B;F )

Proof. Consider the following commutative diagram of short exact sequences

0 - IpSν∗ (A;F )⊗F IqSϑ∗ (Y ;F ) - IpSν∗ (X;F )⊗F IqSϑ∗ (Y ;F ) - IpSν∗ (X,A;F )⊗F IqSϑ∗ (Y ;F ) - 0

0 - IQSν×ϑ∗ (A× Y ;F )

×

?
- IQSν×ϑ∗ (X × Y ;F )

×

?
- IQSν×ϑ∗ (X × Y,A× Y ;F )

×

?
- 0

The top row is exact since F is a field and the bottom row is the short exact sequence

induced by the pair (X×Y,A×Y ). It follows from the five lemma that × : IpSν∗ (X,A;F )⊗F

IqSϑ∗ (Y ;F )→ IQSν×ϑ∗ (X × Y,A× Y ;F ) is a quasi-isomorphism.
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To prove the general case, we first need some homological algebra. Let A∗, B∗, C∗, D∗ be

chain complexes of left R-modules with C∗ ⊂ A∗ ⊂ B∗, C∗ ⊂ D∗ ⊂ B∗, and A∗ ∩D∗ = C∗.

Then we will show there is a short exact sequence

0→ A∗/C∗
f−→ B∗/D∗

g−→ B∗/(A∗ +D∗)→ 0

where f and g are the obvious maps. The fact that these are well defined is elementary (just

use that C∗ ⊂ A∗ ⊂ B∗ and C∗ ⊂ D∗ ⊂ B∗).

To see f is injective we have that if f(a+ C∗) = 0 ∈ C∗/D∗ for some (a+ C∗) ∈ A∗/C∗,

then f(a + C∗) = a + D∗ = D∗ so that a ∈ D∗. Thus, a ∈ A∗ ∩ D∗ = C∗. Hence,

a+ C∗ = 0 ∈ A∗/C∗.

Now we clearly have g ◦f = 0 so that im(f) ⊂ ker(g). Suppose now that g(b+D∗) = 0 ∈

B∗/(A∗+D∗) for some (b+D∗) ∈ B∗/D∗. Then, b+D∗ = A∗+D∗ which means that b = a+d

for some a ∈ A∗ and d ∈ D∗. Thus, b+D∗ = a+D∗. Hence, f(a+C∗) = a+D∗ = b+D∗ so

that ker(g) ⊂ im(f). Thus, im(f) = ker(g). Finally, the proof that B∗/D∗ → B∗/(A∗ +D∗)

is surjective is trivial.
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Recall that IQSν×ϑ∗ (U ;F ) ∩ IQSν×ϑ∗ (V ;F ) = IQSν×ϑ∗ (U ∩ V ;F ) by observing the base

support of extended simplices. Thus, our above work shows we have an exact sequence

0 - IQSν×ϑ∗ (X ×B,A×B;F ) - IQSν×ϑ∗ (X × Y,A× Y ;F ) - IQSν×ϑ∗ (X × Y,A× Y +X ×B;F ) - 0

where we define

IQSν×ϑ∗ (X×Y,A×Y+X×B;F ) := IQSν×ϑ∗ (X×Y ;F )/(IQSν×ϑ∗ (A×Y ;F )+IQSν×ϑ∗ (X×B;F ))

Next, we show that we have a quasi-isomorphism IQSν×ϑ∗ (X × Y,A× Y +X ×B;F ) ∼=

IQSν×ϑ∗ (X × Y,A× Y ∪X ×B;F ).

Consider the following commutative diagram of short exact sequences

0 - IQSν×ϑ∗ (A× Y ∪X ×B;F ) - IQSν×ϑ∗ (X × Y ;F ) - IQSν×ϑ∗ (X × Y,A× Y ∪X ×B;F ) - 0

0 - IQSν×ϑ∗ (A× Y ;F ) + IQSν×ϑ∗ (X ×B;F )

6

- IQSν×ϑ∗ (X × Y ;F )

6

- IQSν×ϑ∗ (X × Y,A× Y +X ×B;F )

6

- 0.

Now the inclusion map

IQSν×ϑ∗ (A× Y ;F ) + IQSν×ϑ∗ (X ×B;F ) ↪→ IQSν×ϑ∗ (A× Y ∪X ×B;F )

is a quasi-isomorphism from the proof of Corollary 2.4.5.
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Thus, from the commutative diagram of long exact sequences induced by the commuta-

tive diagram of short exact sequences above and the five lemma, we have that the map

IQSν×ϑ∗ (X×Y,A×Y +X×B;F ) ↪→ IQSν×ϑ∗ (X×Y,A×Y ∪X×B;F ) is a quasi-isomorphism.

Next, notice we have the commutative diagram of short exact sequences

0 - IQSν×ϑ∗ (X ×B,A×B;F ) - IQSν×ϑ∗ (X × Y,A× Y ;F ) - IQSν×ϑ∗ (X × Y,A× Y +X ×B;F ) - 0

0 - IpSν∗ (X,A;F )⊗F IqSϑ∗ (B;F )

×
6

- IpSν×ϑ∗ (X,A;F )⊗F IqSϑ∗ (Y ;F )

×
6

- IpSν∗ (X,A;F )⊗F IqSϑ∗ (Y,B;F )

×
6

- 0.

The top row is exact by above and the bottom row is exact because it is the tensor product

of exact sequences of the pair (Y,B) with IpSν∗ (X,A;F ) and because F is a field. However,

the first two vertical cross product maps are quasi-isomorphisms by our above work, and

therefore, the third vertical cross product map is also a quasi-isomorphism from the induced

commutative diagram of long exact sequences of homology and the five lemma. Thus, by

above we have a composition of quasi-isomorphisms

IpSν∗ (X,A;F )⊗F IqSϑ∗ (Y,B;F )
×−→ IQSν×ϑ∗ (X × Y,A× Y +X ×B;F ) ↪→ IQSν×ϑ∗ (X × Y,A× Y ∪X ×B;F )

which is our desired quasi-isomorphism.
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3.5 Properties of the cross product

Finally, to end the section we have that the cross product satisfies commutativity, associa-

tivity, and stability under boundary maps. All of these come down to properties of shuffle

products to which we refer the reader to [4] where these results are proven for ordinary

intersection homology

Theorem 3.5.1 (Commutativity). Let F be a field and let (X,A) and (Y,B) be stratified

pseudomanifold pairs with ν and ϑ coverings for Xreg and Yreg; respectively. Let p and q be

perversities. Then the diagram below commutes:

IpSν∗ (X,A;F )⊗ IqSϑ∗ (Y,B;F )
×
- IQp,qSν×ϑ∗ ((X,A)× (Y,B);F )

IqSϑ∗ (Y,B;F )⊗ IpSν∗ (X,A;F )

t

? ×
- IQq,pSϑ×ν∗ ((Y,B)× (X,A);F )

t

?

where t is the signed map swapping factors and t is the map swapping coordinates. More

explicitly, let x ∈ IpSνi (X,A;F ) and let y ∈ IqSϑj (Y,B;F ). Then,

t(x× y) = (−1)i·jy × x

Proof. From bilinearity of the cross product, it suffices to prove the theorem on the level of

extended simplices. To this end, let (σ̃, σ) be an i-dimensional extended simplex in X and

let (τ̃ , τ) be an j-dimensional extended simplex in Y . Notice that t ◦ (σ × τ) = (τ × σ) ◦ t

as functions (here we abuse notation and use t to also denote the coordinate swap map

∆i ×∆j → ∆j ×∆i).
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Thus we have the equalities

t(ε̃((σ̃, σ)⊗ (τ̃ , τ))) = (t ◦ (σ̃ × τ̃), t ◦ (σ × τ))#ε(id∆i ⊗ id∆j )

= (τ̃ × σ̃, τ × σ)#(t#ε(id∆i ⊗ id∆j ))

= (τ̃ × σ̃, τ × σ)#((−1)i·jε(id∆j ⊗ id∆i))

= (−1)i·j(τ̃ × σ̃, τ × σ)#ε(id∆j ⊗ id∆i))

= (−1)i·j ε̃((τ̃ , τ)⊗ (σ̃, σ))

where the equality t#ε(id∆i ⊗ id∆j) = (−1)i·jε(id∆j ⊗ id∆i) follows by closely looking at

orientations and triangulations from the shuffle products. For a proof see (5, Lemma 5.20)

where commutativity of the cross product is proven for ordinary intersection homology.

In a similar fashion to the proof above, we can also prove the associativity of the cross

product. The proof again is reduced to the level of extended simplices and then appealing

to the associativity of the cross product of ordinary singular simplices and shuffle products.

See (5, Lemma 5.19) for these details.

Theorem 3.5.2 (Associativity). Let (X,A), (Y,B), (Z,C) be ordered triples of stratified

pseudomanifolds with coverings ν, ϑ, γ of their regular points; respectively. Let p, q, and r

also be respective perversities. We will denote Qp,Qq,r (which is the same as QQp,q ,r as may be

verified directly from the definition in Section 3.3 ) by Qp,q,r. Then we have the commutative

diagram
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IpSν∗ (X,A;F )⊗ IqSϑ∗ (Y,B;F )⊗ IrSγ∗ (Z,C;F )
ε⊗ 1
- IQp,qSν×ϑ∗ ((X,A)× (Y,B);F )⊗ IrSγ∗ (Z,C;F )

IpSν∗ (X,A;F )⊗ IQq,rSϑ×γ∗ ((Y,B)× (Z,C);F )

1⊗ ε

? ε
- IQp,q,rSν×ϑ×γ∗ ((X,A)× (Y,B)× (Z,C);F )

ε

?

On the level of homology, if x ∈ IpHν
∗ (X,A;F ), y ∈ IqHϑ

∗ (Y,B;F ), and z ∈ IrHγ
∗ (Z,C;F ),

then we have the equality

x× (y × z) = (x× y)× z.

For the next property of cross products, we remark that under our sign conventions we

define (1 ⊗ ∂∗)(x ⊗ y) = (−1)|x|x ⊗ (∂∗y). We refer the reader to (5, Lemma 5.2.1) for the

proof of stability in the ordinary intersection homology case.
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Theorem 3.5.3 (Stability). Let (X,A) and (Y,B) be pairs of stratified pseudomanifolds with

perversities p and q; respectively. Let ν and ϑ be covers for the respective regular subsets of

X and Y . Then we have the following commutative diagram

H∗(I
pSν∗ (X,A;F )⊗ IqSϑ∗ (Y,B;F ))

×
- IQp,qHν×ϑ

∗ ((X,A)× (Y,B);F )

IQp,qHν×ϑ
∗ ((X ×B) ∪ (A× Y );F )

∂∗

?

IQp,qHν×ϑ
∗ ((X ×B) ∪ (A× Y ), A× Y ;F )

?

H∗(I
pSν∗ (X,A;F )⊗ IqSϑ∗ (B;F ))

1⊗ ∂∗

? ×
- IQp,qHν×ϑ

∗ (X ×B,A×B;F ).

6

4 Finitely branched coverings of pseudomanifolds

The main result of this section will be that every finitely branched covering of a pseudo-

manifold is again a pseudomanifold. We will consider branched coverings in the topological

sense of Fox (4).

4.1 Spreads and the existence and uniqueness of their completions

In this subsection we recall a few definitions and results in (4) we will need. The fundamental

concept is that of a spread, and the definition below is originally due to Fox (4, Section 1).
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Definition 4.1.1. A map g : Y → Z between T1 spaces is a spread if and only if the

connected components of pre-images of open sets of Z form a basis for the topology of Y .

A point z ∈ Z which is evenly covered by g is called an ordinary point. The set of ordinary

points will be denoted Zo (which is clearly an open subset of Z). The points which are not

ordinary are called singular points. If X ⊂ Y is locally connected and f = g|X , then we will

say that g : Y → Z is an extension of the spread f : X → Z.

Remark 4.1.2. If we wish to emphasize that the ordinary points Zo above are ordinary

with respect to the map f , we will write Zf
o for the set of ordinary points under a spread

f : Y → Z.

We note that in Fox’s original paper (4) he assumes that the space Z above is locally

connected, however, as the author in (1) points out, this assumption is unnecessary.

Example 4.1.3. (a) Any covering space is a spread

(b) If X is a stratified pseudomanifold and ν is the data associated to a covering of Xreg,

then E(ν)→ X is a spread.

Definition 4.1.4. A spread g : Y → Z is said to be complete if and only if for every point

z ∈ Z, the following condition is satisfied: If to every open neighborhood W of z there is

a selected component V of g−1(W ) in such a way that V ⊂ V ′ whenever W ⊂ W ′, then

∩WV is non-empty (and consequently a point because Y is locally connected and T1). If the

condition above is satisfied for a particular point z0 ∈ Z we say that g is complete over z0.

Thus, a spread is complete if it is complete over every point z0 ∈ Z.
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Remark 4.1.5. In the above definition the condition of being complete over a point z0 ∈ Z

may be trivially satisfied. That is, if there is no way to form a collection of connected

components V of g−1(W ) so that V ⊂ V ′ whenever W ⊂ W ′, then the condition that every

intersection ∩WV is non-empty is vacuously true.

Definition 4.1.6. An extension g : Y → Z of a spread f : X → Z will be called a completion

of f if g is complete and X is dense and locally connected in Y 6.

.

Example 4.1.7. If X is a stratified pseudomanifold, then its normalization n : XN → X

is the completion of Xreg ↪→ X. To see that XN → X is a complete spread we proceed by

induction on the depth of X. If depth(X) = 0, then X is a manifold and the normalization is

given by the identity map idX : X → X which is clearly a complete spread. If depth(X) > 0,

we recall the construction of normalizations (16, Definition 2.2).

6A space X is locally connected in Y if there is a basis V of Y such that V ∩X is connected for every
basic open set V ∈ V
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There Padilla considers a family of normalizations of links {nL : LN → L} of some fixed

atlas of X which satisfies the commutative diagram

n−1(V )
n

- V

(cL)N × Ri

ϕN

? n0- cL× Ri

ϕ

?

where

• V ⊂ X is open and ϕ : V → cL× Ri is a chart

• (cL)N =
∐

j cKj where K1, . . . , Km are the connected components of LN

• ϕN is a homeomorphism

• n0([p, r]j, u) = ([nL(p), r], u) where [p, r]j ∈ cKj.

By induction on depth, the maps nL : LN → L are complete spreads. Moreover, by a

similar proof as in Lemma 4.3.1 we have that (cL)N × Ri → cL × Ri is a complete spread.

Thus, n|n−1(V ) : n−1(V ) → V is a complete spread. Since the open sets V form a basis of

X we have that n : XN → X will also be a complete spread. Thus, by Proposition 4.1.8

normalizations may be seen as the unique completion of Xreg ↪→ X.

Fox (4) shows that every spread has a completion and that it is unique up to an appropri-

ate equivalence. As pointed out in (1), the original assumption that Z be locally connected

is unnecessary. Existence and uniqueness is also shown in (1, Theorem 6.2, Corollary 7.4).

We state this as a proposition below.
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Proposition 4.1.8. Let f : X → Z be a spread. Then f has a completion g : Y → Z.

Moreover, the completion is unique in the following sense. If g′ : Y ′ → Z is any other

completion of f : X → Z, then there exists a homeomorphism φ : Y → Y ′ such that g′φ = g

and φ|X = idX .

We will also need an extension result for maps between spreads and their completions.

The proof may be found in (1, Theorem 7.2).

Proposition 4.1.9. Let gi : Yi → Zi be completions of spreads fi : Xi → Zi, i = 1, 2. Let

h : X1 → X2 and ` : Z1 → Z2 be maps such that f2 ◦ h = ` ◦ f1. Then h extends uniquely to

a map k : Y1 → Y2 such that g2 ◦ k = ` ◦ g1.

4.2 Branched covers as completions of pre-branched covers

In this subsection we show how branched coverings may be formulated in the language of

spreads. We first define the term unbranched cover below. We have borrowed this language

from Fox’s use of the term in his paper (4) (although he is not the first to use the phrase

either).

Definition 4.2.1. A surjective spread f : X → Z with Z connected is called an unbranched

covering if X is connected and there are no singular points (Z = Zo). In other words,

f : X → Z is just a covering in the usual sense.
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Definition 4.2.2. We define a pre-branched covering to be a spread f : X → Z with X

connected and such that f(X) satisfies the following properties.

(a) f(X) = Zo

(b) Zo is connected, dense, and locally connected in Z

Notice from the definition above that a pre-branched cover f : X → Z factors as X �

Zo ↪→ Z with X � Zo an unbranched cover. We have incorporated pre-branched covers into

our treatment because we wish to emphasize that the completion of a spread f : X → Z is

sensitive to the target space Z.

Next, we give the definition of a branched cover. The definition is due to Fox (4, Section

5). Although Fox does not use the phrase pre-branched in his definition of a branched cover

as we do, the definition is exactly the same. As mentioned above, we have chosen to use

the term pre-branched cover merely to emphasize the codomain under which the completion

takes place.

Definition 4.2.3. Let g : Y → Z be a spread. Let Zo denote the set of ordinary points and

let X = g−1(Zo). We say g : Y → Z is a branched covering if

(i) Zo is connected, dense, and locally connected in Z

(ii) X is connected

(iii) g is the completion of the associated pre-branched covering g|X : X → Z

The following proposition motivates the terminology “pre-branched covering”. Notice

the difference between this proposition and the definition of a branched covering is that the
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definition of a branched covering required the completion of a specific pre-branched covering.

This proposition says the completion of any pre-branched covering is a branched covering.

Proposition 4.2.4. Let g : Y → Z be the completion of a pre-branched covering f : X → Z.

Then g : Y → Z is a branched covering.

Proof. Recall that Zf
o ⊂ Z denotes the set of ordinary points with respect to the map

f : X → Z, and Zg
o the set of ordinary points with respect to the map g : Y → Z. Since g

is an extension of f it is evident that Zf
o ⊂ Zg

o .

Because Zf
o ⊂ Zg

o and Zf
o is dense, connected, and locally connected in Z we have that

Zg
o is also dense, connected, and locally connected in Z (1, Lemma 9.5). Thus, condition (i)

of Definition 4.2.3 is satisfied.

Next, let X ′ = g−1(Z0). Then because X ⊂ X ′ ⊂ Y and X is dense, connected, and

locally connected in Y we have that X ′ is also dense, connected, and locally connected in Y

(1, Lemma 9.5). In particular, condition (ii) of Definition 4.2.3 is satisfied.

Thus, we have shown that g|X′ : X ′ → Z is a pre-branched covering. Lastly, we need to

show that g : Y → Z is the completion of the pre-branched covering g|X′ : X ′ → Z. We

have already shown that X ′ is dense and locally connected in Y and the map g : Y → Z is

complete by assumption. Thus, g : Y → Z is a branched covering.

We will use the following result in the proof of our main theorem for this section. We

refer the reader to (1, Theorem 10.4) for a proof.

99



Proposition 4.2.5. Let g : Y → Z be a branched covering. Let W be a connected open

set of Z and let C be a connected component of g−1(W ). Then g : C → W is a branched

covering.

The next definition is given in (4, Section 5).

Definition 4.2.6. Let g : Y → Z be a branched covering associated to an unbranched

covering g|X : X → Z0 and let y ∈ Y . Let z = g(y) and W be a connected open set

containing the point z such that W0 = W ∩ Z0 is also connected. Let V be the connected

component of g−1(W ) containing the point y and let U = V ∩ X. Then g|V : V → W is

the branched covering associated to the unbranched covering g|U : U → Wo by the above

proposition. Let j(y,W ) denote the index of the unbranched covering g|U : U → W0 (that

is the cardinality of a fiber which is well defined by connectedness of U and W0). Notice

j(y,W ) ≤ j(y,W ′) if W ⊂ W ′. This may be seen from the commutative diagram

U
g|U - Wo

U ′
?

∩

g|U ′ - W ′
o

?

∩

from which we can see that (g|U)−1({z}) ⊂ (g|U ′)−1({z}. We then define j(y) to be the

minimum of these numbers (if the cardinality of a fiber is always infinite we define j(y) =∞)

and say j(y) is the index of branching of the point y. A branched cover g : Y → Z such that

for every y ∈ Y , j(y) <∞ is called a finitely branched covering.
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4.3 Branched covers of stratified pseudomanifolds

The next lemma will provide the inductive step in the proof of our main theorem of this

section.

Lemma 4.3.1. Assume Y and Z are compact spaces. If g : Y → Z is a branched covering,

then cg : cY → cZ is a branched covering.

Proof. We first verify that cg : cY → cZ is a spread. It suffices to show that the connected

components of pre-images of a basis of cZ gives a basis for cY . Specifically, we will consider

open sets of the form V × (a, b) where V ⊂ Z is open and 0 < a < b < 1 along with open

sets of the form cεZ = Z × [0, ε)/ ∼.

Let V ⊂ Z be open and consider Va,b = V × (a, b) where 0 < a < b < 1. Then

(cg)−1(Va,b) = g−1(V )× (a, b). Thus, a connected component of g−1(Va,b) will have the form

C × (a, b) where C is a connected component of g−1(V ). Conversely, if C is a connected

component of g−1(V ) for some open V , then C × (a, b) will be a connected component of

(cg)−1(Va,b). Thus, because the connected components of pre-images of open sets of Y give

a basis of Y and the collection of open sets of the form (a, b) is a basis of (0, 1), we see that

the connected components of pre-images of open sets of the form V × (a, b) gives a basis of

Y × (0, 1).

Next, consider an open set of the form cεZ. Then (cg)−1(cεZ) = cεY , which is connected.

Thus, as ε varies we see that connected components of pre-images of open sets of the form

cεZ are cofinal among open sets containing the cone vertex of cY (compactness of Y is used

here). This, combined with our work above proves that connected components of pre-images

of open sets of cZ provides a basis for the topology of cY . Hence, cg : cY → cZ is a spread.
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Let Y ′ = g−1(Zo) and let g′ = g|Y ′ . We will show that g′ × id : Y ′ × (0, 1) → cZ is

a pre-branched covering. Now im(g′ × id) = Zo × (0, 1) ⊂ (cZ)g
′×id
o . On the other hand,

(cZ)g
′×id
o ⊂ im(g′ × id) since any element that is evenly covered by g′ × id is necessarily

in the image of g × id. Thus, we have im(g′ × id) = (cZ)g
′×id
o so that condition (a) of

Definition 4.2.2 is satisfied. To see condition (b), we have from the equality (cZ)g
′×id
o =

Zo × (0, 1) that (cZ)g
′×id
o is a dense subset of cZ since Zo is dense in Z by our assumption

that g : Y → Z is a branched covering. We also have that Zo×(0, 1) is connected and locally

connected in cZ since Zo is connected and locally connected in Z. Hence, we have shown

that g′ × id : Y ′ × (0, 1)→ cZ is a pre-branched covering.

By Proposition 4.2.4 if we can show that g′ × id : Y ′ × (0, 1) → cZ is a pre-branched

covering, and that cg : cY → cX is its completion, we will be done. By our assumption

that g : Y → Z is a branched covering we have that Y ′ is dense, connected, and locally

connected. Thus, Y ′ × (0, 1) is connected and dense and locally connected in cY .

The only item left to verify in Definition 4.2.3. is that the map cg : cY → cZ is a

complete spread. The map cg : cY → cZ is complete over each z ∈ cZ − {v} where v is

the cone vertex because the map g × id : Y × (0, 1) → Z × (0, 1) is complete. To see that

g × id : Y × (0, 1)→ Z × (0, 1) is complete, let (z, r) ∈ Z × (0, 1) and assume that for every

open set W 3 (z, r) we have selected a connected component V of (g × id)−1(W ) in such a

way that V ⊂ V ′ whenever W ⊂ W ′. Consider open sets of the form U × (−ε + r, r + ε)

where U ⊂ Z is open. Then (g × id)−1(U × (−ε + r, r + ε)) = g−1(U) × (−ε + r, r + ε)

so that the selected connected component of (g × id)−1(U × (−ε + r, r + ε)) must have the

form C × (−ε+ r, r + ε) where C is a connected component of g−1(U). Moreover, C ⊂ C ′ if

U ⊂ U ′. Thus, since g is a complete spread we have that ∩UC 6= ∅. Now open sets of the
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form U × (−ε+ r, r + ε) are cofinal among open sets of (z, r) so we have that

⋂
W

V =
⋂

U×(−ε+r,r+ε)

C × (−ε+ r, r + ε)

=

(⋂
U

C

)
× {r}

which is nonempty.

The only point left to consider is then the cone vertex. Now for ε > 0 the collection

of open sets cεZ is cofinal among open sets containing v. What’s more, we have that

(cg)−1(cεZ) = cεY which is connected. Thus, for each cεZ there is only one connected

component of (cg)−1(cεZ) to choose and we have that

⋂
ε>0

cεY = {w}

where w is the cone vertex of cY . Thus, cg : cY → cZ is complete. Hence, we have

shown that cg : cY → cZ is the completion of a pre-branched cover so that it is a branched

cover.

Proposition 4.3.2. Let Z be a connected normal stratified pseudomanifold and let ν denote

the data associated to an unbranched covering of Zreg (so E(ν) is connected). Then E(ν)→

Z is a pre-branched covering, and therefore, its completion is a branched covering.
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Proof. We have that E(ν) is connected by assumption. The only non-trivial item to verify is

condition (b) of Definition 4.2.2. We have that Zreg is connected and locally connected in Z

because Z is normal and connected and Zreg is dense by definition of stratified pseudoman-

ifolds. Thus, E(ν)→ Z is a pre-branched covering and by Proposition 4.2.4. its completion

is a branched covering.

Finally, we arrive at the main theorem of this section. The theorem says that in the

situation of Proposition 4.3.2, if the branched covering g : Y → Z is a finitely branched

covering, then Y is also a connected normal stratified pseudomanifold.

Theorem 4.3.3. Let Z be a connected normal stratified n-dimensional pseudomanifold and

let ν be the data associated to an unbranched covering of Zreg. Let g : Y → Z be the branched

covering associated to the pre-branched covering E(ν) → Z. If g : Y → Z is a finitely

branched covering, then Y is a connected normal stratified n-dimensional pseudomanifold

with stratification induced by the filtration Y i = g−1(Zi) where Zi is the filtration inducing

the stratification of Z.

Proof. Y is connected because it contains the dense connected subspace E(ν). Moreover, Y

is Hausdorff by (1, Corollary 2.8). We proceed by an induction on depth(Z). If depth(Z) = 0

we are done because Z is a manifold and there are no singular points so that Y = E(ν) is a

manifold with trivial stratification. So assume depth(Z) > 0 and the theorem holds for all

normal connected stratified pseudomanifolds with depth less than depth(Z).
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Let

Zn ⊃ Zn−1 = Zn−2 ⊃ · · · ⊃ Z0 ⊃ Z−1 = ∅

be the filtration inducing the stratification of the stratified pseudomanifold Z. Recall we use

the notation Zk = Zk −Zk−1. We will show that the filtration on Y given by Y k = g−1(Zk)

gives Y the structure of a stratified pseudomanifold. First, notice that Y n−Y n−2 = g−1(Zn−

Zn−2) = g−1(Zreg) = E(ν) which is dense because g : Y → Z is the completion of the pre-

branched cover E(ν)→ Z.

Assume that y ∈ Yk and let z = g(y). Then z ∈ Zk so that there exists an open

neighborhood U 3 z and a filtration preserving homeomorphism ψ : U → cL×Rk such that

ψ(z) = (v, 0) where v denotes the cone vertex and where L is a connected compact stratified

(n− k − 1)-dimensional pseudomanifold.

Let W = cL× Rk and let C denote the connected component of g−1(W ) containing the

point y. Then by Proposition 4.2.5, ψ ◦ g|C : C → W is a branched covering. Note that

Yreg∩C is connected, dense in C, and locally connected in C because C is an open connected

set and because Yreg is dense and locally connected in Y (1, Lemma 7.1 and Lemma 7.5).

Thus, ψ ◦ g|C ;C → W is the completion of the pre-branched cover ψ ◦ g|Yreg∩C : Yreg ∩C →

cL × Rk. However, by standard covering space theory the associated unbranched covering

ψ ◦ g|Yreg∩C : Yreg ∩ C → Lreg × (0, 1)× Rk fits into the commutative diagram
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Yreg ∩ C
ψ ◦ g|Yreg∩C- Lreg × (0, 1)× Rk

L̃reg × (0, 1)× Rk

∼=
?

q × id
- Lreg × (0, 1)× Rk

=

?

for some unbranched covering map q : L̃reg → Lreg. Notice that L̃reg is connected because

Yreg ∩ C is connected. Because Z is normal, we have that L is also a connected normal

stratified pseudomanifold. Let q̃ : L̃ → L denote the branched covering map associated to

the pre-branched covering map L̃reg → L guaranteed to exist by Proposition 4.2.4.

By the assumption that g : Y → Z is a finitely branched cover, we can assume without

loss of generality that g|C : C → W has an associated unbranched covering that is finitely

fibered. In particular, by our diagram above this means that q̃ : L̃→ L is a finitely branched

covering. Now, depth(L) < depth(Z) which means by our inductive hypothesis that L̃ is a

connected normal stratified (n − k − 1)-dimensional pseudomanifold with stratification in-

duced by the filtration q−1(Lk). What’s more, because q̃ : L̃→ L has associated unbranched

cover that is finitely fibered and because L is compact, we have that L̃ is also compact.

By Lemma 4.3.1 we have that cq : cL̃→ cL is a branched covering. Moreover, the map is

filtration preserving by the equalities (cq)−1((cL)i) = (cq)−1(cLi−1) = cL̃i−1 = (cL̃)i. Thus,

the map cq×id : cL̃×Rk → cL×Rk is also a filtration preserving branched covering. However,

by uniqueness of completions we have that there is a homeomorphism φ : cL̃×Rk → C such

that ψ ◦ g|C ◦ φ = cq × id.
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Next, we show that the map φ is filtration preserving. This follows from the equalities

φ−1(C ∩ Y i) = φ−1(C ∩ g−1(Zi))

= φ−1((g|C)−1(U ∩ Zi))

= φ−1((g|C)−1(ψ−1(cLi−k−1 × Rk)))

= (ψ ◦ g|C ◦ φ)−1(cLi−k−1 × Rk)

= (cq × id)−1(cLi−k−1 × Rk)

= cL̃i−k−1 × Rk.

Thus, we have shown that Y is a connected stratified pseudomanifold. Moreover, it is

normal because the links L̃ above were connected so that each point in Y has a connected

link which is enough to guarantee that any link in Y is connected (5, Remark 2.68).

Branched covers for stratified normal pseudomanifolds which are not necessarily con-

nected extend in the obvious way by reducing to connected components.

Proposition 4.3.4. Let Z be a normal connected stratified pseudomanifold with ν a locally

finite unbranched regular cover. Let g : Y → Z be the completion of the pre-branched cover

E(ν)→ Z. If S is a stratum of Z and y1, y2 ∈ g−1(S), then j(y1) = j(y2).

Proof. First we show that if z ∈ Z and y1, y2 ∈ g−1({z}), then j(y1) = j(y2). Choose an

connected open subset W ⊂ Z such that the y1 connected component of g−1(W ), call it C1,

does not intersect the y2 connected component of g−1(W ), call it C2. This may be done
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because connected components of pre images of open sets form a basis for Y and Y is a

pseudomanifold, in particular Hausdorff, by Theorem 4.3.3. Then Ci ∩ g−1(Wreg) → Wreg

are unbranched covers of Wreg so that if z′ ∈ Wreg, there exists y′i ∈ Ci ∩ g−1(Wreg), i = 1, 2,

such that g(y′i) = z′. Since ν is a regular cover of Zreg, there exists a deck transformation

φ : E(ν) → E(ν) such that φ(y′1) = y′2. Because φ is a homeomorphism and C1 ∩Wreg is

connected, we must have φ(C1∩g−1(Wreg)) = C2∩g−1(Wreg). In particular, this means that

j(y1,W ) = j(y2,W ) for all W so that j(y1) = j(y2).

Thus, for z ∈ Z, we define j(z) = j(y) where y ∈ g−1({z}). By above this is well defined.

Next, let us show that j(z1) = j(z2) for any z1, z2 ∈ S where S is a stratum of Z. Fix

z0 ∈ S and let W ⊂ Z be an open set such that z0 ∈ W and j(z0) = j(z0,W ) (such a choice

may be made by the well-ordering principle and because we assumed all branching indexes

were finite). By perhaps shrinking W we may assume without loss of generality that W is

stratified homeomorphic to cL × Ri for some compact connected stratified pseudomanifold

L. Let C denote a connected component of g−1(W ). From the proof of Theorem 4.3.3 we

have the commutative diagram below.

C
g|C - W

cL̃× Ri

ψ̃

?
cq × id

- cL× Ri

ψ

?

where ψ and ψ̃ are stratified homeomorphisms with ψ(z0) = (v, 0) and q : L̃ → L is

the branched cover that is the completion of an unbranched cover L̃reg → L. Note that
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j(z0) = |q−1({u})| for any u ∈ Lreg. Next, assume z′ ∈ W ∩ S. Let W ′ ⊂ Z be an open set

such that j(z′) = j(z′,W ′). Now from the proof of (5, Lemma 2.39) there exists ε > 0 and an

open disk Di ⊂ Ri such that cεL×Di ⊂ ψ(W ∩W ′). Let Vε = ψ−1(cεL×Di). Then Vε ⊂ W ′

so that we must have j(z′, Vε) = j(z′,W ′) = j(z′). We will show that j(z′, Vε) = j(z0) as

well.

Now an easy computation shows that ψ̃ (g−1(Vε) ∩ C) = cεL̃×Di. In particular, since ψ

is a homeomorphism, g−1(Vε) ∩ C is connected. Moreover, because g−1(Vε) ⊂ g−1(W ), we

have that g−1(Vε) ∩ C is a connected component of g−1(Vε). Restricting to Yreg then yields

the commutative diagram below.

g−1(Vε) ∩ C ∩ Yreg
g

- (Vε)reg

L̃reg × (0, ε)×Di

ψ̃

?
q × id× id

- Lreg × (0, ε)×Di

ψ

?

For the sake of brevity we have omitted the notation that we are restricting the maps from

the previous commutative diagram. So we see that j(z′, Vε) = |q−1(u)| for any u ∈ Lreg

which means from our previous remarks that we have j(z′, Vε) = j(z0). Hence, j(z0) = j(z′)

for any z′ ∈ W ∩ S. Thus, we have shown that the branching index j defines a locally

constant function on the stratum S so that from connectedness of S we have j is constant

on S. This is what we wanted to show.
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Remark 4.3.5. Our proof above may be modified to say a bit more. If z ∈ Z and W

is any distinguished neighborhood of z and if V is an open set containing z such that

j(z) = j(z, V ), then by our arguments above there is an open set W ′ ⊂ V such that

j(z,W ′) = j(z, V ). However, since W ′ ⊂ V we have that j(z) ≤ j(z,W ′) ≤ j(z, V ) = j(z).

Thus, j(z) = j(z,W ).

Corollary 4.3.6. If Z is a compact connected normal stratified pseudomanifold and g :

Y → Z is finitely branched regular covering, that is, g|Yreg : Yreg → Zreg is a regular ordinary

covering, then {j(z) : z ∈ Z} is a finite set.

Proof. By Proposition 4.3.4 j is constant along the strata of Z, but if Z is compact then Z

has finitely many strata (5, Lemma 2.37).

4.4 Equivalence of intersection homology of finitely branched cov-

erings with intersection homology for coverings of the regular

stratum

In this subsection we show that if g : Y → Z is a finitely branched covering of a stratified

pseudomanifold, then the intersection homology of the normal stratified pseudomanifold Y

is isomorphic to the intersection homology for the associated unbranched cover g|g−1(Zreg) :

g−1(Zreg)→ Zreg that we defined in Section 1.1.

Definition 4.4.1. For a branched cover g : Y → Z, we define the group of branched deck

transformations to be the group of homeomorphisms γ : Y → Y such that gγ = g.
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We begin by proving a lemma that the group of branched deck transformations of a

branched cover is isomorphic to the group of deck transformations of the associated un-

branched cover.

Lemma 4.4.2. Let Z be a connected normal stratified pseudomanifold and let ν denote the

data associated to a connected cover of Zreg such that E(ν) → Z is finitely branched. Let

g : Y → Z denote the induced branched cover. We let

• π̃ denote the group of branched deck transformations γ : Y → Y such that g ◦ γ = g,

• π denote the group of deck transformations γ : E(ν) → E(ν) such that g|E(ν) ◦ γ =

g|E(ν).

Then π̃ ∼= π.

Proof. Consider the map φ : π → π̃ given by φ(γ) = γ̃ where γ̃ : Y → Y is the unique

extension of γ : E(ν) → E(ν) which exists by Proposition 4.1.9. This is a homomorphism

because we have that γ̃1 ◦ γ2 = γ̃1 ◦ γ̃2 by uniqueness of extensions of lifts. The map is

injective because if γ̃1 = γ̃2, then γ1 = γ̃1|E(ν) = γ̃2|E(ν) = γ2. Finally, the map is surjective

because if γ : Y → Y is a deck transformation, and γ̃|E(ν) is the extension of γ|E(ν) to a lift

of g, then γ̃|E(ν) = γ by uniqueness of lifts. Hence, φ : π̃ → π is an isomorphism.

If p is a perversity defined on the the strata of X and g : Y → X is a finitely branched

covering we will abuse notation and also use p to denote a perversity defined on Y in the

following way. If S is a stratum of X and S ′ ⊂ g−1(S) is a stratum of Y we let p(S ′) = p(S).
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Theorem 4.4.3. Let R be a commutative ring with unity. Let Z be a connected normal

stratified pseudomanifold with perversity p ≤ t and let ν denote the data associated to a

connected cover of Zreg such that E(ν) → Z is finitely branched. Let g : Y → Z denote the

induced branched cover. For an open set W ⊂ Z we use the notation W̃ = g−1(W ).

Let V ⊂ U ⊂ Z be open sets. Then we have chain isomorphisms IpS∗(Ũ , Ṽ ;R) ∼=

IpSν∗ (U, V ;R). Moreover, this is an isomorphism of R[π]-modules (we identify π̃ with π via

the isomorphism in Lemma 4.4.2).

Proof. We first consider the case V = ∅. Let Sp∗(Ũ ;R) denote the submodule generated by

p-allowable singular simplices and let pSν∗ (U ;R) ⊂ Sν∗ (U ;R) denote the submodule generated

by p-allowable simplices.

Consider the map Φp : Spk(Ũ ;R) → pSνk (U ;R) given by τ 7→ (τ |τ−1(Yreg), g ◦ τ) and ex-

tended linearly. This map is well-defined because τ |τ−1(Yreg) = τ |(g◦τ)−1(Xreg) : (g◦τ)−1(Zreg)→

E(ν) which is evidently a lift of g ◦ τ |(g◦τ)−1(Zreg) : (g ◦ τ)−1(Zreg) → Zreg. We also need to

verify that (τ |τ−1(Yreg), g ◦ τ) is p-allowable whenever τ is p-allowable for the map to be well-

defined. To see this notice we can write g−1(S) = ∪αS ′α where S ′α is a stratum of Y . Then

we have that

(g ◦ τ)−1(S) = τ−1(g−1(S))

= τ−1(∪αS ′α)

= ∪ατ−1(S ′α)

⊂ ∪α(k − codim(S ′α) + p(S ′α) skeleton of ∆k)
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However, from our proof that g : Y → Z being a finitely branched covering implies Y is a

stratified pseudomanifold we see that codim(S ′α) = codim(S) and we have that p(S ′α) = p(S)

by definition. Hence, we see that

(g ◦ τ)−1(S) ⊂ k − codim(S) + p(S) skeleton of ∆k

so that Φ(τ) is p-allowable.

To see the map Φp is injective suppose Φp(τ) = Φp(τ ′). Then τ |τ−1(Yreg) = τ ′|τ ′−1(Yreg).

However, because p ≤ t we have that τ−1(Yreg) ⊃ int(∆k) and τ ′−1(Yreg) ⊃ int(∆k) which

means τ and τ ′ agree on the dense subset int(∆k), and hence, τ = τ ′ by continuity.

Next, we show Φp is also surjective. Consider a p-allowable extended k-simplex (σ̃, σ)

where σ̃ : σ−1(Zreg)→ Yreg is a lift of σ : ∆k → Z and σ is p-allowable. Because p ≤ t we have

that σ−1(Xreg) ⊃ int(∆k). Notice that the spread σ−1(Xreg) ↪→ ∆k has a unique completion

to id : ∆k → ∆k because σ−1(Zreg) ⊃ int(∆k). Thus, we may apply Proposition 4.1.9 with

Y1 = ∆k, Y2 = Y , X1 = σ−1(Zreg), X2 = Zreg, h = σ̃, and ` = σ. Thus, σ̃ extends uniquely

to a map τσ : ∆k → Y which is a lift of σ. If we can show τσ is p-allowable we will be done

as in this case we obviously have Φ(τσ) = (σ̃, σ). To this end, let S ′ be a stratum of Y and

let S be the stratum of X such that S ′ ⊂ g−1(S). Then we have
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τ−1
σ (S ′) ⊂ τ−1

σ (g−1(S))

= (g ◦ τσ)−1(S)

= σ−1(S)

⊂ k − codim(S) + p(S) skeleton of ∆k

= k − codim(S ′) + p(S ′) skeleton of ∆k

where the third line follows because τσ is a lift of σ, the fourth line follows because σ is

p-allowable, and the last line follows as before from our proof of Theorem 4.3.3. Thus, we

have shown Φp induces a bijection between groups of p-allowable simplices, and therefore, is

an isomorphism.

In a similar fashion if we let Ŝk(Ũ ;R) denote the submodule generated by k-simplices

τ : ∆k → Ũ such that τ−1(Yreg) ⊃ int(∆k), then we have an isomorphism of R-modules

Φ̂ : Ŝk(Ũ ;R)→ Ŝνk (U ;R). Consider the diagram below

Sp∗(Ũ ;R)
Φ
- pSν∗ (U ;R)

Ŝ∗(Ũ ;R)

∂

?
Φ̂
- Ŝν∗ (U ;R).

∂

?

An easy verification as in previous proofs we made shows the diagram commutes. Thus

Lemma 2.2.10 implies Φp restricts to an isomorphism of chain complexes : IpS∗(Ũ ;R) →

IpSν∗ (U ;R).
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Next, we show that Φp is an isomorphism of R[π]-modules. Let γ ∈ π, ξ ∈ IpS∗(Ũ ;R),

and write ξ =
∑

i riτi where ri ∈ R. Recall that γ · ξ := γ̃ · ξ where γ̃ is the extension of

γ.We also note that because γ̃ is an extension of γ and a lift of g we have that γ̃ is filtration

preserving, and therefore, (γ̃ ◦τi)−1(Yreg) = τ−1
i (γ̃−1(Yreg)) = τ−1

i (γ−1(Yreg)) = (γτi)
−1(Yreg).

Moreover, if x ∈ (γτ)−1(Yreg), then (γ̃ ◦ τi)(x) = γ̃(τi(x)). But τi(x) ∈ Yreg, which means

that γ̃(τi(x)) = γ(τi(x)) because γ̃ is an extension of γ. Thus, we have shown that

Φp(γ · ξ) = Φp

(∑
i

riγ̃ ◦ τi

)

=
∑
i

ri(γ̃ ◦ τi|(γ̃◦τi)−1(Yreg), g ◦ γ̃ ◦ τi)

=
∑
i

ri(γ ◦ τi|(γ◦τi)−1(Yreg), g ◦ τi)

=
∑
i

riγ · (τi|τ−1
i (Yreg), g ◦ τi)

= γ · Φp(ξ)

where the third to last line follows because γ̃ is a deck transformation so that g ◦ γ̃ = g.
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Finally, if V 6= ∅ we have that IpS∗(Ũ , Ṽ ;R) ∼= IpSν∗ (U, V ;R) because

IpS∗(Ũ , Ṽ ;R) = IpS∗(Ũ ;R)/IpS∗(Ṽ ;R)

∼= Φp(IpS∗(Ũ ;R))/Φp(IpS∗(Ṽ ;R))

= IpSν∗ (U ;R)/IpS∗(V ;R)

= IpSν∗ (U, V ;R).

5 Fundamental classes with twisted coefficients

In this section we show how to construct fundamental classes with twisted coefficients. Our

result generalizes (11, Theorem 5.8) to cases when the regular set of a stratified pseudoman-

ifold is possibly non-orientable.

5.1 Intersection homology with coefficients twisted by the orien-

tation character

For ordinary manifolds there are two equivalent approaches to defining twisted homology.

One approach is to use the chain complex Rw ⊗R[π] S∗(M̃ ;R) where R is commutative ring

with unity, M̃ is the universal cover of the manifold M , π = π1(M), and Rw is the left

R[π]-module induced by the orientation character w : π → Aut(Z). Another approach is to

use the orientation double cover M̂ → M and the chain complex Rτ ⊗R[Z2] S∗(M̂ ;R) where
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Rτ is the right R[Z2]-module induced by the isomorphism τ : Z2 → Aut(Z). We also use

τ to denote the non-trivial deck transformation involution M̂ → M̂ . One may then show

these two chain complexes are isomorphic (14, Examples 3H.2, 3H.3). We opt to generalize

the latter approach to pseudomanifolds.

Let o denote the data corresponding to the orientation cover of Xreg. We denote the

p-intersection chains of Rτ ⊗R[Z2] S
o
∗(X;R) by IpS∗(X;Rτ ). We will also be concerned with

open subsets U ⊂ X. The p-intersection chains in IpS∗(X;Rτ ) which have base support

in U correspond to p-intersection chains of Rτ ⊗R[Z2] S
i∗o
∗ (U ;R). However, for an open

set U we have that i∗o ∼= oU , where oU is the orientation covering of Ureg = Xreg ∩ U .

This is true because any two sheeted covering of a manifold with orientation reversing deck

transformation is equivalent to the orientation cover. Hence, p-intersection chains of Rτ⊗R[Z2]

Si
∗o
∗ (U ;R) are p-intersection chains of Rτ⊗R[Z2]S

oU
∗ (U ;R). Thus, our notation is well-defined

upon restriction to open subsets.

The benefit of working with IpS∗(X;Rτ ) is that this makes sense even whenever Xreg is

not connected, whereas we only defined twisted coefficients whenever Xreg is connected (one

could extend the definition of our algebraic construction of twisted coefficients for intersection

homology, but we opt to avoid the notational headache). We also note that when Xreg is

connected, we have the equality

IpS∗(X;Rτ ) = IpS̃o
∗(X;Rτ ).
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We next show that IpS∗(X;Rτ ) ∼= IpS∗(X; o(X;R)) where o(X;R) is the R-orientation

local coefficient system defined by o(X;R) := Rτ ×Z2 E(o) which we recall is Rτ × E(o)

modded out by the relations (r, x̃) ∼ (r · τ, τ · x̃) for all x̃ ∈ E(o) and all r ∈ Rτ .

Proposition 5.1.1. For every stratified pseudomanifold X, IpS∗(X;Rτ ) ∼= IpS∗(X; o(X;R)).

Proof. The proof follows just as in Theorem 2.2.11. Define a map Φ : R ⊗R Ŝo
∗(X;R) →

Ŝ∗(X; o(X;R)) by Φ(r ⊗ (σ̃, σ)) = [(r, σ̃)]σ where [(r, σ̃)] : σ−1(Xreg)→ o(X;R) is the map

defined by [(r, σ̃)](x) = [(r, σ̃(x))] for all x ∈ σ−1(Xreg). Just as in Theorem 2.2.11 we have

that
(
R⊗R Ŝo

∗(X;R)
)
/ker(Φ) ∼= Rτ ⊗Z2 Ŝ

o
∗(X;R). So we have an injective map Φ̂ : Rτ ⊗Z2

Ŝo
∗(X;R)→ Ŝ∗(X; o(X;R)) and similarly we have an injective map Φ̂ : Rτ ⊗Z2 Ŝ

o
∗(X;R)→

Ŝ∗(X; o(X;R)). We then have that the boundary map commutes with these isomorphisms

and the image of a p-allowable chain is p-allowable. Hence, just as in Theorem 2.2.11 we

have IpS∗(X;Rτ ) ∼= IpS∗(X; o(X;R)).

Remark 5.1.2. For an inclusion i : U ↪→ X of an open set and a local coefficient system

p : E → X, one has that the local coefficient systems i∗E → E and p−1(U) → U are

equivalent. Applying this to o(X;R)→ X we have that i∗o(X;R) = Rτ×Z2E(i∗o). However,

i∗o = oU where oU is the orientation cover of Ureg. Thus, i∗o(X;R) ∼= o(U ;R). Combining

this with the previous proposition we therefore have the commutative diagram

IpS∗(U ;Rτ )∼= IpS∗(U ; o(U ;R))

IpS∗(X;Rτ )
?

∼=IpS∗(X; o(X;R))
?
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The next corollary follows by the previous proposition, the above remark, and the same

arguments use to prove Proposition 2.3.3, Proposition 2.3.4, Corollary 2.4.5, and Corol-

lary 2.4.3. Notice without the previous proposition this would not follow immediately from

the results of Section 2. This is because we only proved versions of Proposition 2.3.3 and

Proposition 2.3.4 for twisted coefficients defined using connected regular covers.

We will also consider relative homology IpH∗(X,U ;Rτ ). This is defined as

H∗
(
IpS∗(X;Rτ )/IpS∗(U ;Rτ )

)
.

However, we need to be careful because twisted coefficients is defined using tensor prod-

ucts so we need to verify that the map IpS∗(U ;Rτ ) → IpS∗(X;Rτ ) is an injection. How-

ever, pSoU
∗ (U ;R) and pSoX

∗ (X;R) are free R[Z2]-modules. Thus, the exact sequence 0 →

pSoU
∗ (U ;R) → pSoX

∗ (X;R) (recall oU = i∗oX) remains exact after applying the functor

Rτ⊗R[Z2]. Thus,

0→ Rτ ⊗R[Z2]
pSoU
∗ (U ;R)→ Rτ ⊗R[Z2]

pSoX
∗ (X;R)

is exact. Therefore, we have the commutative diagram
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0 - Rτ ⊗R[Z2]
pSoU
∗ (U ;R) - pSoX

∗ (X;R)

0 - IpS∗(U ;Rτ )

6

- IpS∗(X;Rτ )

6

0

6

0

6

where the vertical arrows are exact because IpS∗(U ;Rτ ) and IpS∗(X;Rτ ) are by definition

submodules of Rτ ⊗R[Z2]
pSoU
∗ (U ;R) and pSoX

∗ (X;R); respectively. Therefore, commutativity

of the diagram and exactness of the top row and the left column imply the bottom row must

also be exact.

Thus, our definition of IpH∗(X,U ;Rτ ) is justified and what’s more we have the short

exact sequence

0→ IpS∗(U ;Rτ )→ IpS∗(X,U ;Rτ )→ IpS∗(X,U ;Rτ )→ 0

which induces a long exact sequence on homology. This is part 5. of the corollary below.
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Corollary 5.1.3. Let X be any (n − 1)-dimensional stratified pseudomanifold, let U, V be

open subsets of X, and let C ⊂ U be a closed subspace.

1. Cone Formula:

IpHj(cX;Rτ ) ∼=


0 if j ≥ n− 1− p({v})

IpHj(X;Rτ ) if j < n− 1− p({v})

where v is the cone vertex and the isomorphism in the second case is induced by the

inclusion X ↪→ cX.

2. The inclusion X × {0} ↪→ X × Rm induces an isomorphism

IpH∗(X × Rm;Rτ ) ∼= IpH∗(X;Rτ )

3. Excision holds. That is,

IpH∗(U,U − C;Rτ ) ∼= IpH∗(X,U ;Rτ )

4. There is a Mayer-Vietoris long exact sequence.

- IpHj(U ∩ V ;Rτ ) - IpHj(U ;Rτ )⊕ IpHj(V ;Rτ ) - IpHj(U ∪ V ;Rτ ) - IpHj−1(U ∩ V ;Rτ ) -

5. There is a long exact sequence of the pair (X,U)

- IpHj(U ;Rτ ) - IpHj(X;Rτ ) - IpHj(X,U ;Rτ ) - IpHj−1(U ;Rτ ) -
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We end the subsection with a lemma we will need for defining the twisted cap product.

Lemma 5.1.4. Let X be a stratified pseudomanifold and let F be a field with char(F ) 6= 2.

Let U ⊂ V ⊂ X be open subsets. Then the map F τ ⊗F [Z2] I
pSo
∗(U, V ;F ) → IpS∗(U, V ;F τ )

is a quasi-isomorphism.

Proof. We begin with the case V = ∅. We will apply Theorem 2.4.7 to the functors defined

on open subsets W ⊂ U by F∗(W ) = H∗(F
τ⊗F [Z2] I

pSo
∗(W ;F )) and G∗(W ) = IpH∗(W ;F τ ).

Notice that for x ∈ IpSo
∗(W ;F ), 1⊗ x is a p-intersection chain according to the definition of

IpS∗(W ;F τ ). This gives a natural transformation F∗ → G∗.

By Maschke’s theorem (Theorem 6.2.3) we have that F [Z2] is semi-simple since char(F ) 6=

2 by assumption. Therefore, by (18, Theorem 4.2.2) every module over F [Z2] is projective;

and therefore flat. Thus, we may apply the universal coefficient theorem (18, Theorem 3.6.1)

so that we have the natural short exact sequence

0→ F τ⊗F [Z2]I
pHo
∗(W ;F )→ H∗

(
F τ ⊗F [Z2] I

pSo
∗(W ;F )

)
→ Tor

F [Z2]
1

(
IpHo

∗(W ;F ), F τ
)
→ 0.

However, once again applying Maschke’s theorem and (18, Theorem 4.2.2) we have that

IpHo
∗(W ;F ) is a projective F [Z2]-module, hence, a flat F [Z2]-module. Thus,

Tor
F [Z2]
1 (IpHo

∗(W ;F ), F τ ) = 0. So from naturality and exactness of the short exact sequence

above we have a natural isomorphism F τ ⊗F [Z2] I
pHo
∗(W ;F ) ∼= H∗

(
F τ ⊗F [Z2] I

pSo
∗(W ;F )

)
.

These natural isomorphisms and tensoring the long exact sequence in Corollary 2.4.5 over

F τ (which remains exact by Theorem 6.2.3 and (18, Theorem 4.2.2)) induce Mayer-Vietoris

long exact sequences for the functor F∗. By Corollary 5.1.3 there is a Mayer-Vietoris long
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exact sequence for the functor G∗. The natural transformation F∗ → G∗ then induces a

diagram of Mayer-Vietoris sequences. The only non-trivial spot to check the commutativity

of this diagram is at the boundary position

F τ ⊗F [Z2] I
pHo

j (W1 ∪W2;F )
1⊗ ∂∗- F τ ⊗F [Z2] I

pHo
j−1(W1 ∩W2;F )

IpHj(W1 ∪W2;F τ )
? ∂∗ - IpHj−1(W1 ∩W2;F τ )

?

where Wi ⊂ U are open for i = 1, 2. By bilinearity of tensor products every element

of F τ ⊗F [Z2] I
pHj(W1 ∪ W2;F ) may be written as a sum of elements of the form 1 ⊗ x

where x ∈ IpHo
j (W1 ∪ W2;F ). Therefore, it suffices to show the diagram commutes for

elements of the form 1 ⊗ x. Going across vertically, 1 ⊗ x maps to 1 ⊗ ∂∗x. Recall from

the “zig-zag” construction of Mayer-Vietoris long exact sequences that ∂∗x is defined to

be ∂x1 where x is homologous to x1 + x2 for xi ∈ IpSo
j (Wi;F ). We then map down to

1⊗ ∂x1, but considered as an element of IpHj−1(W1 ∩W2;F τ ). Going around the diagram

the other way, we first consider 1⊗ x as an element of IpHj(W1 ∪W2;F τ ) and then map to

∂∗(1⊗x). However, because x is homologous to x1 +x2, we have that 1⊗x is homologous to

1⊗(x1+x2) = 1⊗x1+1⊗x2. Thus, by the zig-zag argument for Mayer-Vietoris sequences we

may represent ∂∗(1⊗ x) by ∂(1⊗ x1) = 1⊗ ∂x1. So we see the boundary position commutes

for the diagram of Mayer-Vietoris sequences induced by the transformation F∗ → G∗.
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Now assume W ⊂ Ureg is homeomorphic to Euclidean space. Then IpSo
∗(W ;F ) =

So
∗(W ;F ) so that F∗(W )→ G∗(W ) is the identity map which of course is an isomorphism.

If W = ∅, F∗(W ) = 0 = G∗(W ) so F∗(W )→ G∗(W ) is obviously an isomorphism.

Next, assume {Wα}α∈J | is a collection of open subsets of U totally ordered by inclusion

and such that F∗(Wα) → G∗(Wα) is an isomorphism for each α ∈ J . We must show that

F∗(∪α∈JWα)→ G∗(∪α∈JWα) is an isomorphism. We have

F τ ⊗F [Z2] I
pSo
∗(∪α∈JWα;F ) ∼= F τ ⊗F [Z2] lim

α∈J
IpSo

∗(Wα;F )

∼= lim
α∈J

F τ ⊗F [Z2] I
pSo
∗(Wα;F )

∼=q.i. lim
α∈J

IpS∗(Wα;F τ )

∼= IpS∗(∪α∈JWα;F τ )

where the first and last isomorphisms are because chains have compact support and because

{Wα} is totally ordered by inclusion, the second is because direct limits preserve tensor

products, and third isomorphism is because the direct limit of quasi-isomorphisms is a quasi-

isomorphism. Hence, the entire composition above is a quasi-isomorphism which is what we

wanted to show.

Next, assume W ⊂ U is open and stratum-preserving homeomorphic to cL×Ri where L

is a (k− 1)-dimensional compact stratified pseudomanifold and that F∗((cL−{v})×Ri)→

G∗((cL − {v}) × Ri) is an isomorphism where v is the cone vertex of cL. We must show

that F∗(cL×Ri)→ G∗(cL×Ri) is also an isomorphism. For j ≥ k− 1− p({v}) we have by

Corollary 5.1.3 Gj(cL× Ri) = 0.
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Combining Corollary 2.4.5, Proposition 2.3.4, and our above work, we have Fj(cL × Ri) ∼=

F τ⊗F [Z2]I
pHo

j (cL×Ri;F ) = 0. Hence, Fj(cL×Ri)→ Gj(cL×Ri) is trivially an isomorphism

whenever j ≥ k − 1 − p({v}). Next, consider the case j < k − 1 − p({v}). We have the

commutative diagram

F τ ⊗F [Z2] I
pHo
∗((cL− {v})× Ri;F ) - IpH∗((cL− {v})× Ri;F τ )

F τ ⊗F [Z2] I
pHo
∗(cL× Ri;F )
?

- IpH∗(cL× Ri;F τ )
?

where the vertical maps are induced by inclusion. The left vertical map is an isomorphism

in this dimension range by Corollary 2.4.5, Proposition 2.3.4, and because the inclusion

map is equivariant over the action by τ . The right vertical map is an isomorphism in this

dimension range by Corollary 5.1.3. The top map is an isomorphism by assumption so that

commutativity of the diagram gives the bottom map must also be an isomorphism which is

what we wanted to show. Therefore, by Theorem 2.4.7 we have that F∗(U)→ G∗(U) is an

isomorphism.

For the case V is possibly nonempty we have the commutative diagram of short exact

sequences

0 - F τ ⊗F [Z2] I
pSo
∗(V ;F ) - F τ ⊗F [Z2] I

pSo
∗(U ;F ) - F τ ⊗F [Z2] I

pSo
∗(U, V ;F ) - 0

0 - IpS∗(V ;F τ )
?

- IpS∗(U ;F τ )
?

- IpS∗(U, V ;F τ )
?

- 0.
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The top row is exact by Theorem 6.2.3 and (18, Theorem 4.2.2). The commutative diagram

of short exact sequences above induces a commutative diagram of long exact sequences on

homology. By the previous case above and the five lemma, the lemma is then also true for

the pair (U, V ).

5.2 Branched orientation covers

Using the results of the last section we can show that every pseudomanifold has a branched

covering space that is an orientable pseudomanifold. In general, not every pseudomanifold

has an orientation covering space that evenly covers the entire pseudomanifold. For example,

the orientation cover SS2−{n, s} → SRP 2−{n, s} cannot be extended to an even cover of

the entire space SRP 2 (where n and s are north and south poles). However, SS2 → SRP 2 is

a branched cover and SS2 is an orientable pseudomanifold (in fact a non-trivially stratified

manifold in this case).

The branched orientation cover

Let X be a connected normal stratified pseudomanifold and let o denote the data associ-

ated to the orientation cover of Xreg. Assume Xreg is non-orientable. Then E(o) → Xreg

is a connected 2-sheeted cover, and therefore, we may apply Theorem 4.3.3 to extend the

orientation cover to a branched cover X̂ → X with X̂ a connected normal stratified pseu-

domanifold. Because E(o) is orientable we have that X̂ is an orientable pseudomanifold.

Moreover, the non-trivial orientation-reversing deck transformation involution E(o)→ E(o)

extends uniquely to an involution τ : X̂ → X̂ by Proposition 4.1.9.
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If Xreg is orientable, then E(o)→ Xreg is equivalent to the cover Xreg

∐
Xreg → Xreg which

we may clearly extend to X̂ → X with X̂ = X
∐
X. We still clearly have an orientation-

reversing involution X̂ → X̂ given by mapping one disjoint copy of X to the other.

Finally, we also note that the map p : X̂ → X is a proper map. To see this note in our

proof of Theorem 4.3.3 we actually also showed a finitely branched cover Y → Z of normal

pseudomanifolds Y and Z is an open map. Thus, p : X̂ → X is an open map. To see it

is proper, let K ⊂ X be compact. Let Uα, α ∈ J be an open cover of p−1(K). For each

x ∈ K, choose a single lift x̂ ∈ p−1(K) of x Then, for each x̂ ∈ p−1(K), choose an open set

Uαx̂ 3 x̂. Set Vx̂ = Uαx̂ . Define similarly Vτx̂. Notice that the Vx̂ together with the Vτx̂ cover

p−1(K). Then, p(Vx̂) is an open set and covers K. However, K is compact so there is a

finite subcover, say, p(Vx̂1), . . . , p(Vx̂k). Similarly, p(Vτx̂) is an open cover of K and so there

is a finite subcover say p(Vτ ŷ1), . . . , p(Vτ ŷk′ ). But then, Vx̂1 , . . . , Vx̂k , Vτ ŷ1 , . . . , Vτ ŷk′ is a finite

subcover of p−1(K).

We summarize the above remarks as a proposition below.

Proposition 5.2.1. Let X be a connected normal stratified pseudomanifold. Then there is a

unique branched cover X̂ → X extending the orientation cover of Xreg with X̂ an orientable

normal stratified pseudomanifold. Moreover, the map X̂ → X is a proper map and there is

an orientation-reversing branched deck transformation involution τ : X̂ → X̂.

Remark 5.2.2. The space X̂ has a tautological orientation coming from the construction

of orientation covers. Recall that for a manifold Mn, the orientation cover M̂ may be

constructed to be the set of ordered pairs (x, ox) where x ∈M and ox ∈ Hn(M,M −{x};Z)

is a generator. Let B ⊂ M be an open set homeomorphic to an open ball and let oB ∈
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Hn(M,M − B;Z) represent a generator. Recall M̂ is given the topology generated by the

basis U(oB) where U(oB) is the set of all (x, ox) such that x ∈ B and oB 7→ ox under the

natural map Hn(M,M − B;Z) → Hn(M ;M − {x};Z). Then each (x, ox) has a canonical

local orientation given by the element õ(x,ox) ∈ Hn(M̂ ; M̂ − {(x, ox)};Z) corresponding to

(x, ox) under the isomorphisms Hn(M̂, M̂−{(x, ox)};Z) ∼= Hn(U(oB), U(oB)−{(x, ox)};Z) ∼=

Hn(B,B − {x};Z).

We will call this the tautological orientation or canonical orientation of an orientation

cover. For more on orientation covers of manifolds we refer the reader to (14, Section 3.3).

We extend orientation branched covers in an obvious way to non-connected normal pseu-

domanifolds in the following definition.

Definition 5.2.3. If X is a normal stratified pseudomanifold, but not necessarily connected,

we may write X =
∐

iXi where each Xi is a normal and connected stratified pseudomani-

fold. Then using the above proposition we have a unique branched cover X̂i → Xi and an

orientation-reversing deck transformation involution τi : X̂i → X̂i. Let X̂ =
∐

i X̂i. We

define the branched orientation cover of X to be X̂ =
∐

i X̂i →
∐

iXi = X and we have an

orientation reversing branched deck transformation τ : X̂ → X̂ given by τ(x) = τi(x) for the

unique i such that x ∈ X̂i.
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The following proposition mirrors the construction of (14, Example 3.H.3) and will allow

us to show the existence and uniqueness of twisted fundamental classes.

Proposition 5.2.4. Let R be a commutative ring with unity and also assume 1
2
∈ R. Let

X be a stratified normal pseudomanifold with branched orientation cover X̂ → X and let

U ⊂ X be open. Let p ≤ t be a perversity on X.Then there exists a long exact sequence

- IpHj(X,U ;Rτ ) - IpHj(X̂, Û ;R) - IpHj(X,U ;R) - IpHj−1(X,U ;Rτ ) -

Proof. We first consider the case that X is connected and normal. We first show we have

an exact sequence of R-modules

0 - Sp∗(U ;Rτ )
φ
- Sp(Û ;R)

p∗- Sp∗(U ;R)

where p : X̂ → X is the branched covering map and p∗ is the map induced by p.

The map φ in the sequence above is defined to be φ(1 ⊗ (γ̃, γ)) = γ̂γ̃ − τ γ̂γ̃, where

γ : ∆k → U , γ̃ : γ−1(Ureg)→ E(o), and γ̂γ̃ : ∆k → Û is the extension of γ̃. We then extend

φ linearly. To verify the map φ is well-defined one easily checks that 1⊗(γ̃, γ) = −1⊗τ(γ̃, γ)

map to the same element under φ.

To show the sequence above is exact we begin by proving the map φ is injective. For

each p-allowable simplex σ : ∆k → U choose a single lift σ̃ : σ−1(Ureg) → E(o). Then the

elements (σ̃, σ) generate a basis for Spk(U ;Rτ ) as a free R-module.
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Let σ̂ denote the unique extension of σ̃ : ∆k → E(o) to a map σ̂ : ∆k → Û guaranteed

to exist by Proposition 4.1.9. Then the simplices σ̂ generate a basis for Spk(Û ;R) as a free

R[Z2]-module.

Now assume x ∈ Sp∗(U ;Rτ ) and that φ(x) = 0. We may write x uniquely as x =
∑

i ri(1⊗

(σ̃i, σi)). Since φ(x) = 0 this means that
∑

i ri(σ̂i− τ σ̂i) = 0. Hence,
∑

i riσ̂i−
∑

i riτ σ̂i = 0.

By linear independence we therefore have that ri = 0 for all i so that x = 0. Thus, φ is

injective.

Next, we show that im(φ) = ker(p∗). Suppose x ∈ Sp(U ;Rτ ) and write x =
∑

i ni(1 ⊗

(σ̃i, σi)). Then p∗φ(x) = p∗ (
∑

i ni(σ̂i − τ σ̂i)) =
∑

i ni(pσ̂i − pτ σ̂i) =
∑

i ni(σi − σi) = 0.

Thus, im(φ) ⊂ ker(p∗). Conversely, assume x ∈ ker(p∗). Write x =
∑

i niσ̂i +
∑

imiτ σ̂i.

Then, 0 = p∗x =
∑

i(ni +mi)σi. By linear independence, this means that mi = −ni. Hence,

x =
∑

i ni(σ̂i − τ σ̂i). Then, φ(
∑

i ni(1⊗ (σ̃i, σi)) = x. Thus, im(φ) = ker(p∗).

The same argument above shows that we also have an exact sequence of R-modules

0 - Ŝ∗(U ;Rτ )
φ
- Ŝ∗(Û ;R)

p∗- Ŝ∗(U ;R).

Next, we show the exact sequences above restrict to an exact sequence of chain complexes

0 - IpS∗(U ;Rτ )
φ
- IpS∗(Û ;R)

p∗- IpS∗(U ;R) - 0.
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We need to verify that each map is well-defined with respect to p-intersection chains. To

this end, it suffices to show each map is a chain map. The map p∗ is obviously a chain map

so we focus our attention on φ. Let x ∈ IpS∗(U ;Rτ ) so that x, ∂x ∈ Sp∗(U ;Rτ ). Notice that

because φ(x) ∈ Sp∗(Û ;R) we have that ∂φ(x) ∈ Ŝ∗(Û ;R). Write x =
∑

i ri(1 ⊗ (σ̃i, σi)).

Then,

∂φ(x) = ∂

(∑
i

ri(σ̂i − τ σ̂i)

)

=
∑
i

∑
j

(−1)jri(σ̂i ◦ ∂j − τ σ̂i ◦ ∂j)

=
∑
i

∑
j

(−1)jriφ(1⊗ (σ̃i ◦ ∂j, σi ◦ ∂j))

= φ

(∑
i

∑
j

(−1)jri(1⊗ (σ̃i, σi))

)

= φ(∂x).

Hence, because ∂x is p-allowable we have that φ(∂x) is p-allowable so that ∂φ(x) is p-

allowable. Hence, φ(x) is a p-intersection chain. Thus, we have simultaneously shown that

φ is well-defined and a chain map.

Now, because we are restricting the exact sequences above, we clearly still have that

φ is injective and that im(φ) ⊂ ker(p∗) upon restriction to p-intersection chains. We next

verify that ker(p∗) ⊂ im(φ) upon restriction to p-intersection chains. So assume that x ∈

IpS∗(Û ;R) and p∗x = 0. Then there exists y ∈ Sp∗(U ;Rτ ) such that φ(y) = x. We will show

that ∂y ∈ Sp∗(U ;Rτ ).
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Now p∗(∂x) = ∂p∗x = 0 so that there exists z ∈ Sp∗(U ;Rτ ) such that φ(z) = ∂x. However,

we have that φ(∂y) = ∂φ(y) = ∂x. Hence, because φ is injective we have that ∂y = z so

that ∂y ∈ Sp∗(U ;Rτ ).

To complete the proof that the sequence of p-intersection chain complexes is exact, we

show that IpS∗(Û ;R)
p∗−→ IpS∗(U ;R) is surjective. Consider the map Ψ : Ŝ∗(U ;R) →

Ŝ∗(Û ;R) given by Ψ(σ) = 1
2
(σ̂ + τ σ̂) and extended linearly. Notice Ψ restricts to Ψ :

Sp∗(U ;R)→ Sp∗(Û ;R). Let x ∈ IpS∗(U ;R) and write x =
∑

i riσi. Then,

∂Ψ(x) = ∂

(∑
i

ri
2

(σ̂i + τ σ̂i)

)

=
∑
i

∑
j

(−1)j
ri
2

(σ̂i∂j + τ σ̂i∂j)

=
∑
i

∑
j

(−1)j
ri
2

(σ̂i∂j + τ σ̂i∂j)

=
∑
i

∑
j

(−1)jriΨ(σi∂j)

= Ψ

(∑
i

∑
j

(−1)jriσi∂j

)

= Ψ(∂x).

where the third line follows from the observation that if σ̂i and τ σ̂i are the two lifts of σi,

then σ̂i∂j and τ σ̂i∂j are the two lifts of σi∂j. Thus, because ∂x is p-allowable we have that

∂Ψ(x) is p-allowable since Ψ preserves p-allowability. Hence, we have that Ψ : IpS∗(U ;R)→

IpS∗(Û ;R) is a chain map and p∗Ψ = id so that p∗ : IpS∗(Û ;R) → IpS∗(U ;R) is surjective

as desired.
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Thus, we have shown that the sequence

0 - IpS∗(U ;Rτ )
φ
- IpS∗(Û ;R)

p∗- IpS∗(U ;R) - 0.

is exact. Finally, to prove the theorem for the pair (X,U), we have short exact sequence

below which is shown to be exact in the lemma proceeding this proposition.

0 - IpS∗(X,U ;Rτ )
φ
- IpS∗(X̂, Û ;R)

p∗- IpS∗(X,U : R) - 0

Thus, the short exact sequence above induces the desired long exact sequence for the pair

(X,U). The case X is normal, but not necessarily connected follows by breaking up X into

its connected components and observing that a direct sum of exact sequences is exact.
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Lemma 5.2.5. Under the assumptions of Proposition 5.2.4, the commutative diagram below

has exact rows and exact columns.

0 0 0

0 - IpS∗(X,U ;Rτ )

6

φ
- IpS∗(X̂, Û , R)

6

p∗- IpS∗(X,U ;R)

6

- 0

0 - IpS∗(X;Rτ )

qi

6

φ
- IpS∗(X̂R)

q2

6

p∗- IpS∗(X;R)

q3

6

- 0

0 - IpS∗(U ;Rτ )

i1

6

φ
- IpS∗(Û , R)

i2

6

p∗- IpS∗(U ;R)

i3

6

- 0

0

6

0

6

0

6

where the qj are quotient maps and each ij is induced by topological inclusion.

Proof. The bottom two rows are exact from the case already proven in Proposition 5.2.4.

The rightmost column is exact by ordinary intersection homology, the middle column is

exact by Proposition 2.1.5, and the leftmost column is exact by Corollary 5.1.3.

It remains to show the top row is exact. We first show φ is exact. Assume x ∈

IpS∗(X,U ;Rτ ) and φ(x) = 0. Then by exactness of the leftmost column there exists

y ∈ IpS∗(X;Rτ ) such that q1(y) = x. By commutativity of the diagram we have that

q2(φ(y)) = φ(x) = 0. Thus, by exactness of the middle row there exists z ∈ IpS∗(Û ;R)
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such that i2(z) = φ(y). By commutativity of the diagram we have that i3p∗z = p∗φ(y) = 0.

Hence, by exactness of the bottom row there exists a unique u ∈ IpS∗(U ;Rτ ) such that

φ(u) = z. By commutativity of the diagram, we have that φ(i1(u)) = i2φ(u) = i2(z) =

i2(z) = φ(y). However, by exactness of the second row, this means that i1(u) = y. Thus,

x = q1(y) = q1(i1(u)) = 0 by exactness of the leftmost column. Thus, the topmost φ is

injective.

Next, we show in the top row that im(φ) = ker(p∗). To see im(φ) ⊂ ker(p∗), let x ∈

IpS∗(X,U ;Rτ ). We will show p∗φ(x) = 0. By exactness of the left column, there exists

y ∈ IpS∗(X;Rτ ) such that q1(y) = x. By commutativity of the diagram we then have that

p∗φ(x) = q3p∗φ(y) = q3(0) = 0 where we have used exactness of the middle row. Next,

we will show that ker(p∗) ⊂ im(φ). So assume that x ∈ IpS∗(X̂, Û ;R) and that p∗(x) = 0.

Then by exactness of the middle column there exists y ∈ IpS∗(X̂;R) such that q2(y) = x. By

commutativity of the diagram we then have that q3p∗(y) = p∗(x) = 0. Thus, by exactness

of the rightmost column, there exists z ∈ Ip(U ;R) such that i3(z) = p∗(y). By exactness

of the bottom row there exists w ∈ IpS∗(Û ;R) such that p∗(w) = z. By commutativity of

the diagram we then have that p∗i2(w) = i3p∗(w) = i3(z) = p∗(y). In particular, we have

that p∗(y − i2(w)) = 0. Thus, by exactness of the middle row, we have that there exists

v ∈ IpS∗(X;Rτ ) such that φ(v) = y − i2(w). Let p = q1(v). Then by commutativity of the

diagram, we have that φ(p) = q2φ(v) = q2(y − i2(w)) = q2(y) − q2i2(w) = x − 0 = x where

we have used the definition of y and that the middle column is exact. Thus, we have shown

ker(p∗) ⊂ im(φ).
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Finally, we show that the map p∗ in the top row is surjective. Let z ∈ IpS∗(X,U ;R). Then

by exactness of the rightmost column there exists x ∈ IpS∗(X;R) such that q3(x) = z. By

exactness of the middle row there exists y ∈ IpS∗(X̂;R) such that p∗(y) = x. Let u = q2(y).

Then by commutativity of the diagram we have that p∗(u) = q3p∗(y) = q3(x) = z. So the

map p∗ in the top row is surjective. Hence, we have shown the top row is a short exact

sequence.

5.3 Twisted fundamental classes for normal stratified pseudoman-

ifolds

Using the long exact sequence in the previous proposition we can now show the existence

of twisted fundamental classes along with other properties of twisted intersection homology

for normal stratified pseudomanifolds.
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Theorem 5.3.1. Let X be a normal stratified n-dimensional pseudomanifold with orienta-

tion branched cover p : X̂ → X. Let p ≤ t be a perversity on X. Let R be a commutative

ring with unity and assume 1
2
∈ R. For a subspace A ⊂ X, let Â = p−1(A) and let K ⊂ X

be compact.

1. IpHi(X,X −K;Rτ ) = 0 for i > n.

2. There exists a unique ΓK ∈ IpHn(X,X − K;Rτ ) such that ΓK 7→ ΓK̂ in the exact

sequence of Proposition 5.2.4, where ΓK̂ is the fundamental class over K̂ (see (11,

Definition 5.9) for the definition of fundamental classes over a compact set in the

orientable case) with X̂ given the tautological orientation (Remark 5.2.2).

3. If L ⊂ K is compact, then ΓK maps to ΓL under the map IpHn(X,X − K;Rτ ) →

IpHn(X,X − L;Rτ ).

Proof. Now X̂ is orientable by Proposition 5.2.1. So by (11, Remark 5.1.3, Proposition 5.1.4.)

we have that IpHi(X̂, X̂− K̂;R) = 0 for i > n since K̂ is compact from the observation that

p is a proper map (Proposition 5.2.1). We also have that the map p∗ : IpHi(X̂, X̂− K̂;R)→

IpHi(X,X−K;R) is surjective. This may be seen from the proof of Proposition 5.2.4 where

we constructed the chain map Ψ : IpS∗(X;R) → IpS∗(X̂;R) which is natural for open

sets U ⊂ X and satisfies p∗Ψ = id. Thus, Ψ induces a map Ψ : IpS∗(X,X − K;R) →

IpS∗(X̂, X̂ − K̂;R) given by Ψ([x]) = [Ψ(x)] where where the brackets [ · ] denote the

appropriate equivalence classes. This is well defined chain map since Ψ is a chain map over

both X and X −K. We also have that p∗Ψ([x]) = p∗[Ψ(x)] = [p∗Ψ(x)] = [x]. Altogether,

this shows that Ψ induces a map Ψ : IpH∗(X,X −K;R) → IpH∗(X̂, X̂ − K̂;R) such that

p∗Ψ = id as maps on intersection homology. Hence, p∗ : IpH∗(X̂, X̂−K̂;R)→ IpH∗(X,X−
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K;R) is surjective. In particular, for i > n this means that IpHi(X,X − K;R) = 0 since

IpHi(X̂, X̂ − K̂;R) = 0 for i > n (11, Theorem 5.11). Now take i > n and consider the

portion of the exact sequence from Proposition 5.2.2. below

IpHi+1(X,X −K;R) - IpHi(X,X −K;Rτ ) - IpHi(X̂, X̂ − K̂;R).

By our above results we have that IpHi+1(X,X −K;R) = 0 and IpHi(X̂, X̂ − K̂;R) = 0.

Hence, by exactness IpHi(X,X −K;Rτ ) = 0. This proves 1.

Next, to prove part 2. consider the portion of the exact sequence from Proposition 5.2.5.

below

0 - IpHn(X,X −K;Rτ ) - IpHn(X̂, X̂ − K̂;R)
p∗- IpHn(X,X −K;R)

where the 0 comes from the equality IpHn+1(X,X−K;R) = 0. Now, pτ = p since τ is a deck

transformation. Hence, p∗(τ(ΓK̂)) = p∗(ΓK̂). On the other hand, τ is an orientation reversing

involution. Thus, τ(ΓK̂) = −ΓK̂ so that p∗(ΓK̂) = p∗(τ(ΓK̂)) = −p∗(ΓK̂). Hence, 2p∗(ΓK̂) =

0 and by multiplying both sides by 1
2

we have that p∗(ΓK̂) = 0. So we see that ΓK̂ ∈ ker(p∗).

By exactness of the sequence above, there exists ΓK ∈ IpHn(X,X − K;Rτ ) mapping to

ΓK̂ . Moreover, ΓK is unique since the map IpHn(X,X −K;Rτ ) → IpHn(X̂, X̂ − K̂;R) is

injective as can be seen from the exact sequence above.
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Finally, to prove part 3. observe we have the commutative diagram below

IpHn(X,X −K;Rτ ) - IpHn(X̂, X̂ − K̂;R)

IpHn(X,X − L;Rτ )
?

- IpHn(X̂, X̂ − L̂;R)

?

where the horizontal maps are the ones coming from Proposition 5.2.5. and the vertical

maps are induced by subspace inclusion. Because the diagram commutes and ΓK̂ maps down

vertically to ΓL̂ (11, Remark 5.10) we have that the image of ΓK in IpHn(X,X −L;Rτ ) will

map across horizontally to ΓL̂. Thus, by uniqueness of part 2. this means that the image of

ΓK in IpHn(X,X − L;Rτ ) must be ΓL.

Definition 5.3.2. We call ΓK ∈ IpHn(X,X − K;Rτ ) from Theorem 5.3.1 the twisted

fundamental class over K. In the special case R = F is a field and char(F ) = 2, then

IpS∗(X;X −K;F τ ) = IpS∗(X,X −K;F ) and we will define the twisted fundamental class

ΓK to be the fundamental class guaranteed to exist by (11, Theorem 5.8).
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Theorem 5.3.3. Let R be a commutative ring with unity and 1
2
∈ R. Let X be a compact

n-dimensional stratified normal pseudomanifold.

1. IpHi(X;Rτ ) = 0 for i > n.

2. The natural map

⊕
Z

IpHn(Z;Rτ )→ IpHn(X;Rτ )

is an isomorphism, where the sum is taken over the regular strata of X.

3. If Z is a regular stratum of X, then IpHn(Z;Rτ ) is the free R-module generated by the

fundamental class of Z.

Proof. Part 1. follows immediately from Theorem 5.3.1 by taking K = X.

To prove 2, notice that because X is normal we have that X =
∐

Z Z where the disjoint

union is over the regular strata of X. Thus, 2. follows our arguments at the end of the proof

of Proposition 5.2.5.

Finally, we prove 3. Because X is normal, we have that if Z is a regular stratum of X,

then Z is a connected normal pseudomanifold as an easy induction on depth shows. Thus,

we assume without loss of generality that X is connected.

Consider the exact sequence below from our proof of part 2. of Theorem 5.3.1 with

K = X.

0 - IpHn(X;Rτ ) - IpHn(X̂;R) - IpHn(X;R) - 0
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First assume X is non-orientable so that X̂ is a connected orientable normal pseudomanifold.

Then IpHn(X̂;R) ∼= R and is generated by the fundamental class ΓX̂ (11, Theorem 5.11).

However, the map

IpHn(X;Rτ )→ IpHn(X̂;R)

is injective with ΓX mapping to ΓX̂ . Since ΓX̂ is a generator, this means the map is also

surjective, hence, an isomorphism. This proves 3. in the case X is non-orientable. So assume

now that X is orientable so that X̂ = X
∐
X and IpHn(X;R) ∼= R (11, Theorem 5.11). So

the exact sequence above has the form

0 - IpHn(X;Rτ ) - R⊕R
p∗ - R - 0

with p∗(r1⊕r2) = r1 +r2. One easily sees that ker(p∗) is the ideal generated by 1⊕−1 which

is isomorphic to R. Thus, by exactness of the sequence we have that IpHn(X;Rτ ) ∼= R and

is generated by ΓX .
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5.4 Twisted fundamental classes for general pseudomanifolds

Next, we prove the results of the previous subsection hold for general pseudomanifolds,

that is, not necessarily normal as we assumed in the previous section. To do so we must

first define twisted fundamental classes over compact sets for general pseudomanifolds. Our

definition follows the same spirit of (11, Definition 5.7) in that we make our definition via

the normalization of the given pseudomanifold. First we prove a proposition which justifies

our definition of twisted fundamental classes over compact sets for pseudomanifolds that are

not necessarily connected.

Proposition 5.4.1. Let R be a commutative ring with unity and 1
2
∈ R. Let X be an

n-dimensional pseudomanifold and let K ⊂ X be compact. Assume n : XN → X is the

normalization of X. Then n∗ : IpHn(XN ;XN − n−1(K);Rτ )→ IpHn(X,X −K;Rτ ) is an

isomorphism. Moreover, n is a proper map so that n−1(K) is compact and Γn−1(K) exists.

Proof. Note that the normalization of X − K is given by the restriction of XN → X to

X − K and that n−1(K) because n is a proper map (see (16, Proposition 2.5, Theorem

2.6)). Then, the fact that n∗ : IpHn(XN ;XN − n−1(K);Rτ ) → IpHn(X,X − K;Rτ ) is

an isomorphism follows by the obvious adaptation of Proposition 5.1.1 to the relative case

and because normalizations preserve intersection homology with local coefficients. Moreover,

by our remark above we have that n−1(K) is compact which means that Γn−1(K) exists by

Theorem 5.3.1.

Definition 5.4.2. Let X be an n-dimensional pseudomanifold and let K ⊂ X be compact.

Assume n : XN → X is the normalization of X. By the previous proposition, Γn−1(K) exists.

We define ΓK := n∗Γn−1(K).
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Remark 5.4.3. Our definition of twisted fundamental classes is consistent when X is normal

since in this case n is the identity map.

Theorem 5.4.4. Let X be a stratified n-dimensional pseudomanifold. Let R be a commu-

tative ring with unity and assume 1
2
∈ R. Let K ⊂ X be a compact subspace.

1. IpHi(X,X −K;Rτ ) = 0 for i > n.

2. If L ⊂ K is compact, then ΓK maps to ΓL under the map IpHn(X,X − K;Rτ ) →

IpHn(X,X − L;Rτ ).

Proof. Let n : XN → X be the normalization of X. Part 1. follows by Theorem 5.3.1 and

the isomorphism IpHn(XN , XN − n−1(K);Rτ ) ∼= IpHn(X,X −K;Rτ ).

Part 2. follows by Theorem 5.3.1 and the commutative diagram below.

IpHn(XN , XN − n−1(K);Rτ )
n∗
∼=
- IpHn(X,X −K;Rτ )

IpHn(XN , XN − n−1(L);Rτ )
? n∗

∼=
- IpHn(X,X − L;Rτ )

?
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Theorem 5.4.5. Let X be a compact n-dimensional stratified pseudomanifold.

1. IpHi(X;Rτ ) = 0 for i > n.

2. The natural map

⊕
Z

IpHn(Z;Rτ )→ IpHn(X;Rτ )

is an isomorphism, where the sum is taken over the regular strata of X.

3. If Z is a regular stratum of X, then IpHn(Z;Rτ ) is the free R-module generated by the

fundamental class of Z.

Proof. Part 1. follows by Theorem 5.4.4 upon taking K = X. To see 2. let n : XN → X

be the normalization of X. Let Z be a regular stratum of X and let cl(n−1(Z)) denote the

closure of n−1(Z) in XN . Then n restricts to a normalization n|cl(n−1(Z)) : cl(n−1(Z)) → Z

of the stratified pseudomanifold Z. Moreover, XN =
∐

Z cl(n−1(Z)). Thus, we have the

commutative diagram below where the horizontal maps are the obvious maps.

⊕
Z

IpHn(cl(n−1(Z));Rτ )
∼=- IpHn(XN ;Rτ )

⊕
Z

IpHn(Z;Rτ )

n∗ ∼=
?

- IpHn(X;Rτ )

n∗ ∼=

?
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The top horizontal map is clearly an isomorphism since it is just the connected component

direct sum decomposition, and the vertical maps are isomorphisms by invariance of intersec-

tion homology with twisted coefficients under normalization. Hence, the bottom horizontal

map is an isomorphism by commutativity of the diagram.

Finally, to prove 3. notice that if Xreg is connected, then XN is a connected normal

stratified pseudomanifold so that R ∼= IpHn(XN ;Rτ )
∼=−→ IpHn(X;Rτ ) where the arrow is

the normalization map. Since ΓX is by definition n∗ΓXN this case follows by the above

composition of isomorphisms and Theorem 5.3.3.

5.5 Cross products of fundamental classes

Let X be a stratified pseudomanifold and M be an oriented manifold with compact subsets

K1 ⊂ X and K2 ⊂ M . Our goal this subsection is to show ΓK1 × ΓK2 = ΓK1×K2 . However,

we have not defined a cross product for twisted coefficients as Theorem 3.4.1 only applied

to untwisted intersection homology for coverings of the regular stratum. To begin we show

the cross product we defined in Section 3 may be extended to coefficients twisted by the

orientation character.

Notice that an orientation on M implies that the orientation cover of X ×M may be

identified with oX × idM where oX is the orientation cover of X. We give pSo
∗(X;F ) ⊗F

S∗(M ;F ) the structure of a left F [Z2]-module by defining τ(x ⊗ y) = τx ⊗ y for x ∈

pSo
∗(X;F )⊗F S∗(M ;F ) and extending linearly.
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Thus, we have the equalities below

Sp∗(X;F τ )⊗F S∗(M ;F ) =
(
F τ ⊗F [Z2]

pSo
∗(X;F )

)
⊗F S∗(M ;F )

= F τ ⊗F [Z2]

(
pSo
∗(X;F )⊗F S∗(M ;F )

)
.

where the first equality is by definition while the second follows by our above definition.

The cross product induces a map × : SoX
∗ (X;F ) ⊗F S∗(M ;F ) → SoX×idM

∗ (X ×M ;F ).

Moreover, if x ∈ SoX
∗ (X;F ) and y ∈ S∗(M ;F ) we have τ(x×y) = (τx)×y as may be verified

directly from the definition of the cross product. Thus, the cross product induces a map of

left F [Z2]-modules. Hence, applying the functor F τ⊗F [Z2], the cross product induces a map

F τ ⊗F [Z2]

(
pSo
∗(X;F )⊗F S∗(M ;F )

)
→ F τ ⊗F [Z2]

pSo×id
∗ (X ×M ;F )

The same arguments used in Section 3 show that upon restricting the cross product

we have a map × : IpS∗(X;F τ ) ⊗F S∗(M ;F ) → IpS∗(X × M ;F τ ). More generally, if

U ⊂ X and V ⊂ M are open we have a map × : IpS∗(X,U ;F τ ) ⊗F S∗(M,V ;F ) →

IpS∗(X ×M, (X × V ) ∪ (U ×M);F τ ).
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The next proposition says that in the case char(F ) 6= 2, this cross product map is a

quasi-isomorphism.

Proposition 5.5.1. Let F be a field with char(F ) 6= 2. Let X be a stratified pseudomanifold

with perversity p ≤ t and let U ⊂ X be open. Let M be an oriented manifold and V ⊂M be

open. Then the cross product induces a quasi-isomorphism

IpS∗(X,U ;F τ )⊗F S∗(M,V ;F )→ IpS∗(X ×M, (X × V ) ∪ (U ×M);F τ )

Proof. Consider the commutative diagram below.

F τ ⊗F [Z2] I
pSo
∗(X,U ;F )⊗F S∗(M,V ;F ) - IpS∗(X,U ;F τ )⊗F S∗(M,V ;F )

F τ ⊗F [Z2] I
pSo×id
∗ (X ×M, (X × V ) ∪ (U ×M);F )

1⊗×

?
- IpS∗(X ×M, (X × V ) ∪ (U ×M);F τ )

×

?

The diagram commutes because the right cross product is by definition a restriction of the

left cross product map 1 ⊗ × (and using that F [Z2] is semi-simple whenever char(F ) 6= 2).

The top horizontal map is quasi-isomorphism by Lemma 5.1.4 and the algebraic Künneth

theorem, the bottom horizontal map is a quasi-isomorphism by Lemma 5.1.4.
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Finally, if we can show the left vertical map is a quasi-isomorphism we will be done. To see

that the left vertical map is a quasi-isomorphism we have that the map × : IpSo
∗(X,U ;F )⊗F

S∗(M,V ;F ) is a quasi-isomorphism by Theorem 3.4.2. What’s more, the cross product is a

map of F [Z2]-modules as we saw from our comments preceding this proposition. But notice

that F [Z2] is semi-simple by Theorem 6.2.3 so that every module over F [Z2] is flat. Thus,

by the universal coefficient theorem (18, Theorem 3.6.1) we have the commutative diagram

whose rows are exact

0 - F τ ⊗F [Z2] H∗
(
IpSo

∗(X,U ;F )⊗F S∗(M,V ;F )
)

- H∗
(
F τ ⊗F [Z2] I

pSo
∗(X,U ;F )⊗F S∗(M,V ;F )

)
- 0

0 - F τ ⊗F [Z2] I
pHo×id
∗ (X ×M, (X,U)× (M,V );F )

1⊗×

?
- H∗

(
F τ ⊗F [Z2] I

pSo×id
∗ (X ×M, (X,U)× (M,V );F )

)
1⊗×

?
- 0

and where the righthand 0′s come from the fact once again that F [Z2] is semi-simple so that

torsion groups vanish. The left vertical map is an isomorphism because the functor F τ⊗F [Z2]

preserves isomorphisms of F [Z2]-modules. Thus, the right vertical map is a isomorphism as

was to be shown.
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Proposition 5.5.2. Let X be a stratified pseudomanifold and let K1 ⊂ X be a compact

subset. Let M be an oriented manifold with compact subset K2 ⊂ M . Then ΓK1 × ΓK2 =

ΓK1×K2.

Proof. If char(F ) = 2, then IpS∗(X;F τ ) = IpS∗(X;F ) and the proposition follows by (11,

Proposition 5.18).

For the case char(F ) 6= 2, we first assume X is normal. Consider the diagram

IpS∗(X,X −K1;F τ )⊗F S∗(M,M −K2;F )
φ⊗ 1

- IpS∗(X̂, X̂ − K̂;F )⊗F S∗(M,M −K2;F )

IpS∗(X ×M, (X,X −K1)× (M,M −K2);F τ )

×

? φ
- IpS∗(X̂ ×M, (X̂, X̂ − K̂1)× (M,M −K2);F )

×
?

where each map φ is the map defined in Proposition 5.2.4. We first verify the diagram

commutes. Starting in the top right we verify the diagram commutes for elements of the

form x⊗y which suffices since these elements are generators. So let x ∈ IpS∗(X,X−K1;F τ )

and let y ∈ S∗(M,M−K2;F ). Write x =
∑

i fi(1⊗(σ̃i, σi)) and y =
∑

j gjγj where fi, gj ∈ F

and σi : ∆∗ → X, σ̃i : σ−1
i (Xreg)→ E(o) is a lift of σi, and γj : ∆∗ →M . Let σ̂iσ̃i : ∆k → X̂

denote the unique extension of σ̃i. We recall that by the definition of φ in Proposition 5.2.4

that φ(x) =
∑

i(fiσ̂iσ̃i + fiτ σ̂iσ̃i).
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Going around the diagram clockwise, we have that x⊗ y maps to

φ(x)× y =

(∑
i

(fiσ̂iσ̃i + fiτ σ̂iσ̃i)

)
×

(∑
j

gjγj

)

=
∑
i,j

(figjσ̂iσ̃i × γj + figjτ σ̂iσ̃i × γj)

where the last equality follows from bilinearity of the cross product. On the other hand,

going around the diagram counter-clock wise, we have that x⊗ y maps to

φ(x× y) = φ

(∑
i,j

(figj(σ̃i, σi)× γj)

)

However, notice that σ̂iσ̃i × γj is the extension of σ̃i × γj. Thus, by definition of φ we have

φ

(∑
i,j

(figj(σ̃i, σi)× γj)

)
=
∑
i,j

(figjσ̂iσ̃i × γj + figjτ(σ̂iσ̃i × γj))

=
∑
i,j

(figjσ̂iσ̃i × γj + figj(τ σ̂iσ̃i)× γj)

so that φ(x)⊗ y = φ(x× y) as was to be shown.

Because ΓK̂1
× ΓK2 = ΓK̂1×K2

(11, Proposition 5.18) commutativity of this diagram and

uniqueness of Theorem 5.3.1 proves the proposition in the case X is normal.
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If X is not normal, we first note that if n : XN → X is the normalization of X, then

n× id : XN ×M → X ×M is the normalization of X ×M . Let KN
1 = n−1(K1). Then we

have

ΓK1 × ΓK2 = n∗(ΓKN
1

)× ΓK2

= (n∗ × id)(ΓKN
1
× ΓK2)

= (n∗ × id)(ΓKN
1 ×K2

)

= ΓK1×K2

where the second to last equality follows by the previous case and the last equality follows

by the definition (Definition 5.4.2) of fundamental classes for possibly non-normal pseudo-

manifolds.
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6 Technical preliminaries

In this section we prove some technical preliminaries we will need in order to define the

algebraic diagonal map for the next section. For a covering space ν we will let π denote the

group of deck transformations.

6.1 Subdivisions and chain homotopy equivalences over the group

ring of deck transformations

If U is a collection of open sets in X, then we let IpUS
ν
∗ (X;R) be the subcomplex of p-

intersection chains which have base support in some open set that is an element of U (see

(8, Section 2.5)).

Theorem 6.1.1. Let R be a commutative ring with unity. Let U be a locally finite open

cover for a stratified pseudomanifold X with Xreg connected and with perversity p ≤ t. Let

ν be any connected covering for Xreg.

(i) There exists a subdivision map T : IpSν∗ (X;R) → IpUS
ν
∗ (X;R) equivariant over R[π]

which is an inverse to IpUS
ν
∗ (X;R) ↪→ IpSν∗ (X;R) up to chain homotopy equivalence.

(ii) For open U ⊂ X, there exists a R[π]-equivariant map TU : IpSν∗ (X;R) → IpSν∗ (U ;R)

which is a splitting for the inclusion.

Proof. The first claim of the theorem follows by (8, Proposition 2.9) and applying Theo-

rem 2.2.11. The second claim of the theorem follows by applying the modification given in

(5, Lemma 7.6) to our situation. Instead of reproducing these results in their entirety, we

sketch out the main idea while filling in only some details.
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We will use the notation SU∗ (X) to denote the subchain-complex of S∗(X) generated by

singular simplices which have support in some U ∈ U . Let Φ : IpSν∗ (X;R)→ IpS∗(X; E) be

the isomorphism of chain complexes given by Corollary 2.2.14. Also, let ΦU be the restriction

of Φ to IpUS
ν
∗ (X;R) which gives an isomorphism of chain complexes onto IpUS∗(X; E). In

(8, Proposition 2.9) Friedman shows we have have a subdivision map T̂ : IpS∗(X; E) →

IpUS∗(X; E). Thus, we let T = Φ−1
U T̂Φ. Also let ι̂ : IpUS∗(X; E) ↪→ IpS∗(X; E) and ι :

IpU S̃
ν
∗ (X;R) ↪→ IpSν∗ (X;R). Then, T and ι are inverses up to chain homotopy equivalence

because ΦU and Φ are isomorphisms of chain complexes, hence, preserve chain homotopies

and because the following diagram commutes.

IpUS
ν
∗ (X;R)

ι
- IpSν∗ (X;R)

IpUS∗(X; E)

ΦU

?
ι̂
- IpS∗(X; E).

Φ

?

The subdivision map T is equivariant over R[π] by the construction of T̂ . More specifi-

cally, in (8) the map T̂ is constructed from a subdivision map T ′ : S∗(X) → SU∗ (X) (which

must satisfy certain properties) in the following way. If ξ ∈ IpS∗(X; E) and ξ =
∑

i e
iσi with

σi : ∆n → X and ei a lift of σ−1
i (Xreg) and T ′(σi) =

∑
j σi ◦ τij where the τij : ∆n ↪→ ∆n

give a subdivision of ∆n, then T̂ (ξ) =
∑

i,j(e
i ◦ τij)σiτij.
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Because T = Φ−1
U T̂Φ, we have that if ξ ∈ IpSν∗ (X;R) with ξ =

∑
i ri(σ̃i, σi) and ri ∈ R, then

T (ξ) =
∑

i,j ri(σ̃i ◦ τij, σi ◦ τij). Therefore, if α ∈ π we have

T (α · ξ) = T

(∑
i

ri(α · σ̃i, σi)

)

=
∑
ij

ri(α · σ̃i ◦ τij, σi ◦ τij)

= α ·

(∑
ij

ri(σ̃i ◦ τij, σi ◦ τij)

)

= α · T (ξ).

Thus, T is equivariant over R[π] as claimed.

Finally to prove 2., if U = {U,X}, we wish to show that we can construct TU :

IpSν∗ (X;R) → IpSν∗ (U ;R) which is a splitting for the inclusion map ι : IpSν∗ (U ;R) ↪→

IpSν∗ (X;R). However, in (5, Lemma 7.6), the author shows that for an ordered covering

of the form {U,X} with ordering given by U < X, we can alter T ′ : S∗(X) → SU∗ (X) to

be such that T ′(σ) = σ whenever |σ| ⊂ U and in such a way that the properties listed

in (8, Proposition 2.9) are still satisfied. Thus, from the proof of (8, Proposition 2.9) the

induced map T̂ will still be a subdivision map for p-intersection chains. If i : U ↪→ X

is the inclusion map, then from the construction of T̂ , we can write T̂ = T̂U + T̂X where

T̂U : IpS∗(X;E)→ IpS∗(U ; i∗E) and T̂X : IpS∗(X;E)→ IpS∗(X;E) are subdivision maps.
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Because we ordered U < X we have as in (5, Lemma 7.6) that for ξ ∈ IpS∗(U ; i∗E), T̂ (ξ) =

T̂U(ξ) = ξ. Thus, T̂U gives a splitting for the inclusion ι̂ : IpS∗(U ; i∗E) ↪→ IpS∗(X;E). That

is, T̂ ι̂ = id. But if we set TU = Φ−1
U T̂UΦ as we did before, then we have

Φ−1
U T̂U ι̂ΦU = Φ−1

U idΦU

Φ−1
U T̂UΦι = id because ι̂ΦU = Φι.

Thus, the computation above gives us TU ι = id so that TU is a splitting as desired. The

map TU is equivariant over R[π] just as the map T was above from the construction of T̂U

because it only depends on the base support of an extended simplex.

Because for a right R[π]-module A, the functor A⊗R[π] preserves chain homotopy equiv-

alences over R[π], the previous theorem implies the following corollary.

Corollary 6.1.2. The map A⊗R[π] I
p
US

ν
∗ (X;R)→ A⊗R[π] I

pSν∗ (X;R) induced by the inclu-

sion IpU S̃
ν
∗ (X;R)→ IpSν∗ (X;R) is a chain homotopy equivalence.

Let U be an open covering for a stratified pseudomanifold X with perversity p. Let C

be the category of finite intersections of sets in U with inclusion maps as morphisms. Let

iW : W ↪→ X be the inclusion of an open set W . In (10, Proposition 6.3) the authors prove

there is an isomorphism

lim−→
V ∈C

IpS∗(V, V ∩W ;R)→ IpUS∗(X,W ;R).
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However, the proof does not rely on R being a constant system of local coefficients. In

fact, the same result holds if we replace R with a local coefficient system of R-modules, say

E , defined on Xreg. That is, the canonical map gives us an isomorphism

lim−→
V ∈C

IpS∗(V, V ∩W ; i∗V E)→ IpUS∗(X,W ; E).

This allows us to prove the following proposition.

Proposition 6.1.3. Let X be a stratified pseudomanifold with perversity p ≤ t. Let ν be

any covering for Xreg. The canonical map induces an isomorphism

lim−→
V ∈C

IpSν∗ (V, V ∩W ;R)→ IpUS
ν
∗ (X,W ;R).

Proof. Let Eν be the system of local coefficients associated to the cover ν such that for each

open V we have natural isomorphisms IpSν∗ (V ;R) ∼= IpS∗(V ; i∗V Eν). Thus, we also have

IpSν∗ (V, V ∩W ;R) ∼= IpS∗(V, V ∩W ; i∗V Eν). Thus, we have the commutative diagram below.

lim−→
V ∈C

IpSν∗ (V, V ∩W ;R) - IpUS
ν
∗ (X,W ;R)

lim−→
V ∈C

IpSν∗ (V, V ∩W ; Eν)
?

- IpUS∗(X,W ; Eν).
?

The bottom horizontal map is an isomorphism by the comments preceding the proposition

and the two vertical maps are isomorphisms since direct limits preserve isomorphisms. By

commutativity of the diagram this implies the top horizontal map is an isomorphism.
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Combining Theorem 6.1.1 with Proposition 6.1.3 gives us the following corollary

Corollary 6.1.4. Let R be a commutative ring with unity. Let X be a stratified pseudoman-

ifold with Xreg connected and assume ν is a connected cover. The canonical map

lim−→
V ∈C

IpSν∗ (V, V ∩W ;R)→ IpSν∗ (X,W ;R)

is a chain homotopy equivalence over R[π].

6.2 Intersection homology computations for finitely branched cov-

ers

The next definition describes the coverings of Xreg to which our universal duality theorem

will apply. We also note that whenever X is normal and connected, the completion of the

associated pre-branched cover to a locally finite unbranched cover will be a finitely branched

cover.

Definition 6.2.1. Let X be a stratified normal pseudomanifold. If ν is the data associated

to a covering space of Xreg with the property that for every x ∈ X there is a connected open

set U 3 x such that the connected components of i∗Uν are finitely fibered coverings of Ureg

(which is connected since X is normal), then we call ν a locally finite unbranched cover of

X.
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If X is a stratified pseudomanifold with Xreg connected and n : XN → X is the normal-

ization of X. Then ν is a cover of (XN)reg = Xreg and we will say that ν is locally finite

unbranched cover of X if it is a locally finite unbranched cover of XN 7.

Remark 6.2.2. The definition above is evidently equivalent to the condition that the com-

pletion of the unbranched cover ν be a finitely branched covering.

Our definition of locally finite unbranched covers will allow us to apply useful algebraic

theorems. For a finite group G and a field F with char(F ) - |G|, the group algebra F [G] has

nice properties. In particular, it is a semisimple ring. A semisimple ring is a ring R such

that every module over R is projective (18, Theorem 4.2.2). We state the theorem, but we

will not prove it. A proof may be found in (15, Chapter XVIII, Theorem 1.2).

Theorem 6.2.3 (Maschke). Let G be a finite group and let F be a field whose characteristic

does not divide the order of G. Then the group ring F [G] is semi-simple.

Let U ⊂ X be a connected open subset of a normal stratified pseudomanifold X such

that the connected components of ν|U are finite coverings where ν is a regular cover (we take

a regular cover to also mean a connected cover) of Xreg. Fix a connected component ν ′ of

ν. Let π′ ⊂ π denote the subgroup of the group of deck transformations of ν which map ν ′

to itself. More explicitly, π′ = {g ∈ π : g(E(ν ′)) = E(ν ′)}. Then ν ′ is a regular covering of

U and π′ is isomorphic to the deck transformation group of ν ′. To see the latter statement

let G(ν ′) denote the group of deck transformations of ν ′ and consider the map π′ → G(ν ′)

given by g 7→ g|E(ν′). This map is injective since deck transformations of connected covers

7We could have made a similar definition of finitely unbranched cover for non-normal pseudomanifolds as
we did in the normal case, but since Ureg may be non-connected whenever U is connected there is difficulty
in defining a branching index which we need in Definition 6.2.4.
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are determined by where a single point maps. Moreover, it is surjective because if h ∈ G(ν ′)

and x0 ∈ E(ν ′) then by regularity of ν there exists g ∈ π such that g(x0) = h(x0) and since

h(x0) ∈ E(ν ′) and E(ν ′) is connected we must have that g(E(ν ′)) = E(ν ′). Thus, g ∈ π′ so

we have shown π′ ∼= G(ν ′). The fact that ν ′ is regular now follows because ν is regular.

The next definition provides the fields to which the main theorem of the present paper

applies.

Definition 6.2.4. Let X be a normal connected stratified pseudomanifold and with ν a

locally finite unbranched cover of Xreg. We call a field F a ν− good field if the characteristic

of F does not divide j(x) for all x ∈ X. We recall j(x) is the branching index of the point

x and is defined in this context by Proposition 4.3.4.

Remark 6.2.5. Although the condition that the characteristic of F not divide j(x) for

every x ∈ X appears excessive, by Corollary 4.3.6 there will only be a finite list which the

characteristic of F cannot divide whenever X is compact. We also note that this condition

is always satisfied if char(F ) = 0.

Remark 6.2.6. Note that if x ∈ X and U 3 x is chosen so that a fiber of ν ′ has j(x) <∞

elements, then because |π′| is in bijective correspondence with a fiber of ν ′ (it’s regular), we

have that a ν-good field F will be such that char(F ) does not divide |π′|. Hence, F [π′] will

be semi-simple by Theorem 6.2.3.
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Lemma 6.2.7. Let U, ν ′, π′ be as above and let V ⊂ W ⊂ U be open. Assume that π′ is

finite and that char(F ) does not divide |π′|. Let A be any right F [π]-module. Then A also

restricts to a F [π′]-module structure and the inclusion map ι : ν ′ ↪→ ν induces F -vector space

isomorphisms of chain complexes

IpS̃ν
′

∗ (W,V ;A)
1⊗ι−−→ IpS̃ν∗ (W,V ;A)

and

A⊗F [π′] I
pSν

′

∗ (W,V ;F )
1⊗ι−−→ A⊗F [π] I

pSν∗ (W,V ;F ).

Proof. We first prove the second isomorphism and first consider the case V = ∅. For this

case, we first show that A⊗F [π′] Ŝ
ν′
∗ (W ;F )→ A⊗F [π] Ŝ

ν
∗ (W ;F ) is an isomorphism of F -vector

spaces.

For each singular simplex σ : ∆k → X with int(∆k) ⊂ σ−1(Wreg choose a single lift

σ̃ : σ−1(Xreg)→ E(ν ′). These lifts provide a basis for Ŝν
′
∗ (W ;F ) as an F [π′]-module. What’s

more, because ν is regular they also provide a basis for Ŝν∗ (W ;F ) as an F [π]-module. In

particular, this implies the map A⊗F [π′] Ŝ
ν′
∗ (W ;F )→ A⊗F [π] Ŝ

ν
∗ (W ;F ) is surjective.

Next, we show the map A⊗F [π′] Ŝ
ν′
∗ (W ;F )→ A⊗F [π] Ŝ

ν
∗ (W ;F ) is injective. To this end,

define a map Φ : A⊗F [π] Ŝ
ν
∗ (W ;F )→ A⊗F [π′] Ŝ

ν′
∗ (W ;F ) in the following way. We first define

the map for elements of the form a⊗(γ̃, γ), where a ∈ A and (γ̃, γ) is an ν-extended simplex,

and then we extend linearly. By regularity there is a unique α ∈ π such that α·(γ̃, γ) = (σ̃, σ)

where (σ̃, σ) is a ν ′-extended simplex which is a generator of our chosen basis from above.

Then define Φ(a ⊗ (γ̃, γ)) = (a · α) ⊗ (σ̃, σ). To see this map is well-defined, consider
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(a ·β−1)⊗(β ·(γ̃, γ)). Then α′ = βα ∈ π is the unique element such that β ·(γ̃, γ) = α′ ·(σ̃, σ).

Thus, by definition of Φ we have Φ ((a · β−1)⊗ (β · (γ̃, γ)) = ((a · β−1) · (β · α)) ⊗ (σ̃, σ).

However, (a · β−1) · (β · α) = a · (β−1βα) = a · α. Thus, we see that Φ is well-defined.

Let us show that Φ(1⊗ι) = id. By bilinearity it suffices to show this identity for elements

of the form a⊗ (γ̃, γ) where a ∈ A and (γ̃, γ) is an ν ′-extended simplex. By regularity of ν ′

there exists α ∈ π′ such that (γ̃, γ) = α · (σ̃, σ) where (σ̃, σ) is an ν ′-extended simplex which

is a generator from our chosen basis above. Then we have that

Φ(1⊗ ι)
(
a⊗F [π′] (γ̃, γ)

)
= Φ(1⊗ ι)

(
a⊗F [π′] α · (σ̃, σ)

)
= Φ(a⊗F [π] α · (σ̃, σ))

= a · α⊗F [π′] (σ̃, σ)

= a⊗F [π′] α · (σ̃, σ)

= a⊗F [π′] (γ̃, γ)

where the third equality follows by definition of Φ since (σ̃, σ) is an ν ′-extended simplex

coming from the chosen basis above and the third equality follows because α ∈ π′ and the

tensor product is over F [π′]. Thus, 1 ⊗ ι is injective and so we have shown that A ⊗F [π′]

Ŝν
′
∗ (W ;F )

1⊗ι−−→ A⊗F [π] Ŝ
ν
∗ (W ;F ) is an isomorphism of F -vector spaces.
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Consider the following commutative diagram.

A⊗F [π′] I
pSν

′

∗ (W ;F ) - A⊗F [π] I
pSν∗ (W ;F )

A⊗F [π′] Ŝ
ν′

∗ (W ;F )

?
∼= A⊗F [π] Ŝ

ν
∗ (W ;F )

?

The left vertical map is injective because F [π′] is semi-simple by Theorem 6.2.3. and therefore

the functor A⊗F [π′] is exact. Thus, by a simple diagram chase we see that the top horizontal

map must also be injective. It remains to show it is surjective. So let ξ ∈ A⊗F [π] I
pSν∗ (W ;F )

be of the form ξ = a⊗F [π]z where z ∈ IpSν∗ (W ;F ) and a ∈ A. To prove surjectivity it suffices

to show our map is surjective onto generating elements of this form. Now by Proposition 2.1.6

we can write z =
∑

i zi where zi is a p-intersection chain and is in a connected component

of ν|U .
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But by regularity there exists gi ∈ π such that gi · zi ∈ IpSν
′
∗ (W ;F ). Let ai = a · g−1

i . Then,

ξ = a⊗F [π] z

= a⊗F [π] (
∑
i

zi)

=
∑
i

a⊗F [π] zi

=
∑
i

a⊗F [π] g
−1
i gi · zi

=
∑
i

a · g−1
i ⊗F [π] gi · zi

=
∑
i

ai ⊗F [π] gi · zi

Thus, the above computation shows
(∑

i ai ⊗F [π′] gi · zi
)
∈ A⊗F [π′] I

pSν
′
∗ (W ;F ) maps to ξ.

So the horizontal map in the diagram above is surjective, and therefore, an isomorphism as

was to be shown. Moreover, A ⊗F [π′] I
pSν

′
∗ (W ;F ) → A ⊗F [π] I

pSν∗ (W ;F ) is clearly a chain

map so that the map is an isomorphism of chain complexes.

Now consider the case V is possibly non-empty. We have the commutative diagram

0 - A⊗F [π′] I
pSν

′

∗ (V ;F ) - A⊗F [π′] I
pSν

′

∗ (W ;F ) - A⊗F [π′] I
pSν

′

∗ (W,V ;F ) - 0

0 - A⊗F [π] I
pSν∗ (V ;F )
?

- A⊗F [π] I
pSν∗ (W ;F )
?

- A⊗F [π] I
pSν∗ (W,V ;F )
?

- 0
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The top row is exact because F [π′] is semi-simple while the bottom row is exact because

the functor A⊗F [π] is right exact and the left two vertical maps are isomorphisms by our

argument above. Thus, a simple diagram chase completes the proof to show the right vertical

map is also an isomorphism.

Finally, we show the first isomorphism. For this part of the proof F may be any field.

From our argument above we showed that A ⊗F [π′] Ŝ
ν′
∗ (W ;F ) ∼= A ⊗F [π] Ŝ

ν
∗ (W ;F ). The

same proof shows also that A ⊗F [π′]
pSν

′
∗ (W ;F ) ∼= A ⊗F [π]

pSν∗ (W ;F ). Moreover, we have

the commutative diagram

A⊗F [π′] Ŝ
ν′

∗ (W ;F )
1⊗ ι
- A⊗F [π] Ŝ

ν
∗ (W ;F )

A⊗F [π′]
pSν

′

∗ (W ;F )

∂

6

1⊗ ι
- A⊗F [π]

pSν∗ (W ;F ).

∂

6

Thus, by Lemma 2.2.10 we have that IpS̃ν
′
∗ (W ;A) ∼= IpS̃ν∗ (W ;A),and therefore, we also have

the relative version.

Corollary 6.2.8. Let X be a stratified pseudomanifold with Xreg connected and let V ⊂ U ⊂

X be open sets. Let ν be a locally finite unbranched regular cover of Xreg. If F is a ν-good

field, then IpSν∗ (U, V ;F ) is chain homotopy equivalent to a chain complex of non-negatively

graded flat F [π]-modules.

Proof. We first consider the case X is normal. Let x ∈ X and W ⊂ X be an connected open

subset of x such that the connected components of ν|W are finite coverings with fibers having

j(x) elements. Fix a connected component ν ′ of ν|W and denote the deck transformation
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group of ν ′ by π′. We first show that IpSν∗ (W,W ∩V ;F ) is a flat F [π]-module. For an exact

sequence of F [π]-modules, say 0→ A→ B, this follows from the commutative diagram

0 - A⊗F [π′] I
pSν

′

∗ (W,W ∩ V ;F ) - B ⊗F [π′] I
pSν

′

∗ (W,W ∩ V ;F )

0 - A⊗F [π] I
pSν∗ (W,W ∩ V ;F )

?
- B ⊗F [π] I

pSν∗ (W,W ∩ V ;F )
?

The top row is exact because F [π′] is semi-simple. The two vertical maps are isomorphisms

by Lemma 6.2.7 so the bottom row must also be exact. Hence, IpSν∗ (W,W ∩ V ;F ) is a flat

F [π]-module.

Hence, we may choose an open covering U of X so that for each W ∈ U , IpSν∗ (W,W ∩

V ;F ) is a flat F [π]-module. By Corollary 6.1.4 then,

lim−→
V ∈C

IpSν∗ (W,W ∩ V ;F )→ IpSν∗ (U,U ∩ V ;F )

is a chain homotopy equivalence over F [π]. Because a direct limit of flat modules is flat (18,

Corollary 2.6.17), we have that IpSν∗ (U,U ∩V ;F ) is chain homotopy equivalent to a complex

of flat F [π]-modules.

For the case X is not normal let XN → X be the normalization of X. The isomorphism

IpSν∗ (U
N , UN ∩ V N ;F ) ∼= IpSν∗ (U,U ∩ V ;F ) is clearly equivariant over F [π]. However, by

our previous case IpSν∗ (U
N ;UN ∩ V N ;F ) is chain homotopy equivalent to a chain complex

of flat F [π]-modules. Hence, IpSν∗ (U,U ∩V ;F ) is also chain homotopy equivalent to a chain

complex of flat F [π]-modules.
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Lemma 6.2.9. Let X be a stratified pseudomanifold with Xreg connected and let ν be a

locally finite unbranched regular cover and F be a ν-good field. Suppose L ⊂ X is a connected

(k − 1)-dimensional link such the connected components of ν|L are finite coverings. Assume

A is any right F [π]-module. Then we have a cone formula

Hi(A⊗F [π] I
pSν∗ (cL;F )) ∼=


0 if i ≥ k − 1− p({v})

Hi(A⊗F [π] I
pSν∗ (L;F )) if i < k − 1− p({v})

where v is the cone vertex of cL.

Proof. Let ν ′ be a connected component of ν|L with deck transformation group π′. By

Remark 4.3.5 and because F is a ν-good field we have that F [π′] is semi-simple.

From standard covering space theory we have that a connected component of ν|cL is

isomorphic to cν ′. Because F [π′] is semi-simple (so every module is flat over F [π′]) we have

the following commutative diagram of short exact sequences by (18, Theorem 3.6.1)

0 - A⊗F [π′] I
pHcν′

i (cL;F ) - Hi(A⊗F [π′] I
pScν

′

∗ (cL;F )) - Tor
F [π′]
1 (IpHcν′

i−1(cL;F ), A) - 0

0 - A⊗F [π′] I
pHν′

i (L;F )

id⊗ ι∗

6

- Hi(A⊗F [π′] I
pSν

′

∗ (L;F ))

(id⊗ ι)∗

6

- Tor
F [π′]
1 (IpHν′

i−1(L;F ), A)

Tor
F [π′]
1 (ι∗, id)

6

- 0

However, because F [π′] is semi-simple the torsion groups vanish so thatA⊗F [π′]I
pHcν′

i (cL;F )→

Hi(A⊗F [π′] I
pScν

′
∗ (cL;F )) and A⊗F [π′] I

pHν′
i (L;F ) → Hi(A⊗F [π′] I

pSν
′
∗ (L;F )) are isomor-

phisms.
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Now by the cone formula we have for i ≥ k − 1− p({v}), that IpHcν′
i (cL;F ) = 0. Thus,

Hi(A⊗F [π′] I
pScν

′
∗ (cL;F )) ∼= A⊗F [π′] I

pHcν′
i (cL;F ) = 0 and so by Lemma 6.2.7 we also have

Hi(A⊗F [π] I
pSν∗ (cL;F )) = 0 for i ≥ k − 1− p({v}).

For i < k−1−p({v}) we have that the inclusion map ι : L ↪→ cL induces an isomorphism

of F [π′] modules ι∗ : IpHν′
i (L;F ) → IpHcν′

i (cL;F ). Thus, for this dimension range the left

vertical map in the diagram above is an isomorphism. Hence, the middle map in the diagram

above is an isomorphism as by above it is a composition of isomorphisms. We then have the

commutative diagram

Hi(A⊗F [π′] I
pScν

′

∗ (L;F )) - Hi(A⊗F [π′] I
pScν

′

∗ (cL;F ))

Hi(A⊗F [π] I
pSν∗ (L;F ))
?

- Hi(A⊗F [π] I
pSν∗ (cL;F ))
?

The vertical maps are induced by the inclusions ν ′ ↪→ ν and cν ′ ↪→ cν and the horizontal

maps are induced by the inclusion L ↪→ cL. The two vertical maps are isomorphisms by

Lemma 6.2.7. while the top horizontal map is an isomorphism in this dimension range by

above. Thus, the bottom horizontal map is also an isomorphism in this dimension range by

commutativity of the diagram.
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Lemma 6.2.10. Let X be a stratified pseudomanifold with Xreg connected and with ν a

covering of Xreg. Let A be a right F [π]-module. Then we have the isomorphism

H∗(A⊗F [π] I
pS

ν×idRi
∗ (X × Ri;F )) ∼= H∗(A⊗F [π] I

pSν∗ (X;F )).

Proof. This is immediate from the observations that X×Ri is stratified homotopy equivalent

to X via straight line homotopy. Moreover, the lift of this homotopy is evidently equivariant

over the deck transformation action α(x̃, r) = (α · x̃, r) for x̃ ∈ E(ν), r ∈ Ri, and α ∈ π.

Thus, there is a chain homotopy equivalence of IpSν∗ (X;F ) and IpS
ν×idRi
∗ (X×Ri;F ) as F [π]-

modules. This implies idA⊗ i∗ : H∗(A⊗F [π] I
pSν∗ (X;F ))→ H∗(A⊗F [π] I

pS
ν×idRi
∗ (X×Ri;F ))

is an isomorphism where i : X × {0} ↪→ X × Ri is the inclusion map.

Before proceeding, we recall for the reader that IpS̃ν∗ (X;A) refers to a twisted intersection

chain complex, that is, it is the complex of p-intersection chains of A⊗F [π] S
ν
∗ (X;A).

The next proposition should be thought of as the analogue of (10, Proposition 6.1.3).

Loosely speaking, this proposition says one is allowed to “pull out” the Ip symbol from the

chain complex A ⊗F [π] I
pSν∗ (U, V ;F ) and the result will have isomorphic homology. Notice

that this will by no means be an isomorphism of chain complexes. The chain complex

IpS̃ν∗ (U, V ;A) consists of p-intersection chains of A ⊗F [π] S
ν
∗ (U, V ;F ) which may increase

p-allowability of boundaries because of increased amounts of cancellations due to twisted

coefficients. Nonetheless, we have the proposition below.
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Proposition 6.2.11. Let X be a stratified pseudomanifold with Xreg connected. Let V ⊂

U ⊂ X be open. Let ν be a locally finite unbranched regular cover of Xreg and let π denote

the deck transformation group. Let F be a ν-good field and A be a right F [π]-module. Then

the natural map

A⊗F [π] I
pSν∗ (U, V ;F )→ IpS̃ν∗ (U, V ;A)

induces a quasi-isomorphsm

Proof. We first consider the case X is normal and V = ∅.

We proceed by induction on the depth of X. First consider the case depth(X) = 0 so X

is a manifold. Let iU : U ↪→ X be the inclusion map. In this case we have equality

A⊗F [π] I
pSν∗ (U ;F ) = A⊗F [π] S∗(E(i∗Uν);F )

= IpS̃ν∗ (U ;A).

Now assume the statement of the theorem holds for all regular coverings of spaces with

depth less than N and N > 0. To finish the theorem we will apply Theorem 2.4.7 to the

functor F∗ defined on open subsets of U by F∗(W ) = H∗(A⊗F [π]I
pSν∗ (W ;F )) and the functor

G∗(W ) = IpH̃ν
∗ (W ;A). The natural transformation F∗ → G∗ is the obvious map.

First assume that W ⊂ Ureg is homeomorphic to euclidean space. Then depth(W ) = 0

so by the base case above we again have equality.
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Next, assume that {Uα} is a totally ordered increasing sequence of open subsets such that

each F∗(Uα)→ G∗(Uα) is an isomorphism. However, because chains have compact support

and {Uα} is a totally ordered increasing sequence, we have the commutative diagram below

whose vertical maps are isomorphisms.

F∗(∪αUα) - G∗(∪αUα)

lim
α

F∗(Uα)

6

- lim
α

G∗(Uα)

6

The bottom horizontal map is then an isomorphism since a direct limit of isomorphisms is

an isomorphism. Thus, the top horizontal map is also an isomorphism.

Next, we need to show that if Ri × cLk−1 is stratified homeomorphic to an open subset

of U , and the theorem holds for Ri × (cL − {v}), then it also holds for Ri × cL. Since X

is currently assumed to be normal notice we have that L is a connected normal stratified

pseudomanifold and therefore has a single regular stratum (5, Lemma 2.69). Thus, applying

Lemma 6.2.9 and Lemma 6.2.10 we have that whenever j ≥ k − 1− p({v}) (where v is the

cone vertex)

Hj(A⊗F [π] I
pSν∗ (Ri × cL;F )) ∼= Hj(A⊗F [π] I

pSν∗ (cL;F ))

∼= 0.
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On the other hand, by Proposition 2.3.1 we have that Gj(Ri × cL) = 0 whenever j ≥

k − 1− p({v}).

If j < k − 1− p({v}), then we have the commutative diagram below (the outer vertical

maps are the same map) where ν ′ denotes a connected component of ν|Ri×cL and so is a

connected regular cover of (Ri × cL)reg = Ri × Lreg × (0, 1).

IpH̃ν′

j (Ri × (cL− {v});A) � Hj(A⊗F [π′] I
pSν

′

∗ (Ri × (cL− {v});F )) - Hj(A⊗F [π] I
pSν∗ (Ri × (cL− {v});F )) - IpH̃ν

j (Ri × (cL− {v});A) � IpH̃ν′

j (Ri × (cL− {v});A)

IpH̃ν′

j (Ri × cL;A)

?

� Hj(A⊗F [π′] I
pSν

′

∗ (Ri × cL;F ))

?
- Hj(A⊗F [π] I

pSν∗ (Ri × cL;F ))
?

- IpH̃ν
j (Ri × cL;A)

?

� IpH̃ν′

j (Ri × cL;A)

?

The vertical maps are isomorphisms by Lemma 6.2.9, Lemma 6.2.10, Proposition 2.3.1, and

Proposition 2.3.2. The top and bottom horizontal maps in the square to the right of the

leftmost square are isomorphisms by Lemma 6.2.7. The top leftmost horizontal map is an

isomorphism by the inductive hypothesis since ν ′ is a connected cover and depth(Ri× (cL−

{v})) < depth(X). So by commutativity of the diagram the bottom left horizontal map is

also an isomorphism. The two rightmost horizontal maps are isomorphisms by Lemma 6.2.7.

Thus, by commutativity of the diagram, top and bottom horizontal maps in the square to the

left of the rightmost square will also be isomorphisms. In particular the bottom horizontal

map is an isomorphism so that F∗(Ri × cL)→ G∗(Ri × cL) is an isomorphism as was to be

shown.

Finally, for open sets U1, U2 ⊂ U consider the short-exact sequence

0→ IpSν∗ (U1 ∩ U2;F )→ IpSν∗ (U1;F )⊕ IpSν∗ (U2;F )→ IpSν∗ (U1;F ) + IpSν∗ (U2;F )→ 0.
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The sequence will remain exact upon tensoring with A over F [π] because the map
IpSν∗ (U1 ∩ U2;F ) → IpSν∗ (U1;F ) ⊕ IpSν∗ (U2;F ) splits over F [π] by Theorem 6.1.1. So we
have an exact sequence

0→ A⊗F [π] I
p
S
ν
∗ (U1 ∩ U2;F )→

(
A⊗F [π] I

p
S
ν
∗ (U1;F )

)
⊕
(
A⊗F [π] I

p
S
ν
∗ (U2;F )

)
→ A⊗F [π]

(
I
p
S
ν
∗ (U1;F ) + I

p
S
ν
∗ (U2;F )

)
→ 0.

Moreover, this short exact sequence fits into the commutative diagram of short exact se-

quences below.

0 - A⊗F [π] I
pSν∗ (U1 ∩ U2;F ) -

(
A⊗F [π] I

pSν∗ (U1;F )
)
⊕
(
A⊗F [π] I

pSν∗ (U2;F )
)
- A⊗F [π]

(
IpSν∗ (U1;F ) + IpSν∗ (U2;F )

)
- 0

0 - IpS̃ν∗ (U1 ∩ U2;A)

?

- IpS̃ν∗ (U1;A)⊕ IpS̃ν∗ (U2;A)

?

- IpS̃ν∗ (U1;A) + IpS̃ν∗ (U2;A)

?

- 0

where the vertical maps are the obvious ones inducing the natural transformation F∗ →

G∗. Thus, the commutative diagram above induces a commutative diagram of long exact

sequences on homology. To finish the proof that we have a commutative diagram of Mayer-

Vietoris long exact sequences we just point out that the diagram below obviously commutes

A⊗F [π]

(
IpSν∗ (U1;F ) + IpSν∗ (U2;F )

)
- IpS̃ν∗ (U1;A) + IpS̃ν∗ (U2;A)

A⊗F [π] I
pSν∗ (U1 ∪ U2;F )
?

- IpS̃ν∗ (U1 ∪ U2;A)

?
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where the horizontal maps are the obvious ones inducing the natural transformation F∗ →

G∗, the left vertical map is a quasi-isomorphism by Corollary 6.1.2, and the right vertical

map is a quasi-isomorphism by combining Proposition 2.4.1 and Corollary 2.2.14.

Hence, F∗(U)→ G∗(U) is an isomorphism by Theorem 2.4.7.

Next, we consider the case that U ∩ V is possibly nonempty. Because the map IpSν∗ (U ∩

V ;F ) ↪→ IpSν∗ (U ;F ) splits over F [π] by Theorem 6.1.1 we have that the top row in the

diagram below is exact.

0 - A⊗F [π] I
pSν∗ (U ∩ V ;F ) - A⊗F [π] I

pSν∗ (U ;F ) - A⊗F [π] I
pSν∗ (U,U ∩ V ;F ) - 0

0 - IpS̃ν∗ (U ∩ V ;A)

?

- IpS̃ν∗ (U ;A)

?

- IpS̃ν∗ (U,U ∩ V ;A)

?

- 0

Hence, the diagram above induces a commutative diagram of long exact sequences on ho-

mology so that the case U ∩ V is possibly non-empty follows by the five lemma.

Finally, for the general case that X is possibly not normal let n : XN → X be the

normalization of X. Then we have the commutative diagram

A⊗F [π] I
pSν∗ (U

N , UN ∩ V N ;F ) - IpS̃ν∗ (U
N , UN ∩ V N ;A)

A⊗F [π] I
pSν∗ (U,U ∩ V ;F )

?
- IpS̃ν∗ (U,U ∩ V ;A)

?

where the vertical maps are induced by n : XN → X. The left vertical map is a quasi-

isomorphism by Proposition 2.1.8 and because n preserves the action by π. The right vertical

map is a quasi-isomorphism by combining Corollary 2.2.14 and the fact that normalization
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preserves intersection homology with local coefficients. Thus, since the top horizontal map

is a quasi-isomorphism by the case already proven, commutativity of the diagram implies

the bottom horizontal map is also a quasi-isomorphism.

For the next proposition we let F [π] act via the diagonal action.

Proposition 6.2.12. Let X be a stratified pseudomanifold with Xreg connected and with ν

a locally finite unbranched cover of Xreg with deck transformation group π and let F be a

ν-good field. Let U ⊂ X be open and let V and W be open subsets of U . Let A be a right

F [π]-module. The cross product induces a quasi-isomorphism

A⊗F [π]

(
IpSν∗ (U, V ;F )⊗F IqSν∗ (U,W ;F )

)
→ A⊗F [π]

(
IQSν×ν∗ (U × U, (U ×W ) ∪ (V × U);F )

)
.

Proof. Unmarked tensor products are assumed to be over F . Denote IpSν∗ (U, V ;F ) ⊗F

IqSν∗ (U,W ;F ) by C and IQSν×ν∗ (U ×U, (U ×W )∪ (V ×U);F ) by D. By Theorem 3.4.2 the

cross product induces a quasi-isomorphism × : C → D. Moreover, via the diagonal action

of π, this is a quasi-isomorphism as F [π]-modules as the formula α · (ξ× ξ′) = (α · ξ)× (α · ξ′)

is readily verified from the definition of the cross product. By Corollary 6.2.8 we have there

exists a chain complex, which we denote by D′, which is a flat F [π×π] ∼= F [π]⊗F [π]-module

and chain homotopy D. By Corollary 6.2.8 there exists a chain complexes K and L which are

flat F [π]-modules and are chain homotopy equivalent to IpSν∗ (U, V ;F ) and IpS∗(U,W ;F );

respectively. Thus, K ⊗L is chain homotopy equivalent to C. Let us verify that K ⊗L is a

flat F [π]⊗ F [π]-module.
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Suppose 0→ A→ B is an exact sequence of F [π]⊗F [π]-modules. Give A the structure

of a right F [π]-module by defining x ·α := x · (α⊗ 1) for all x ∈ A and α ∈ π. Similarly give

B the analogous right F [π]-module structure. Thus,

0→ A⊗F [π] K → B ⊗F [π] K

is exact since K is a flat F [π]-module. Now give A ⊗F [π] K the structure of a right F [π]-

module by definition (x ⊗ y) · α := (x · (1 ⊗ α)) ⊗ y for all x ∈ A, y ∈ K, and α ∈ π. The

equality (α⊗ 1)(1⊗ β) = (α⊗ β) = (1⊗ β)(α⊗ 1) shows this is well-defined. We similarly

give B⊗F [π]K the structure of a right F [π]-module. We then have the commutative diagram

0 -
(
A⊗F [π] K

)
⊗F [π] L -

(
B ⊗F [π] K

)
⊗F [π] L

0 - A⊗F [π]⊗F [π] (K ⊗ L)

∼=

?
- B ⊗F [π]⊗F [π] (K ⊗ L)

∼=

?

where the vertical maps are the obvious maps. The top row is exact because L is a flat F [π]-

module. Hence, the bottom row must also be exact. Thus, K⊗L is a flat F [π]⊗F [π]-module.

Let C ′ denote K ⊗ L.
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We next show that C ′ and D′ are flat F [π]-modules under the diagonal action of π. Let

0→ A→ B be an exact sequence of F [π]-modules. Now F [π]⊗F [π] is free over F [π] under

the diagonal action (with basis given by elements of the form α ⊗ 1 where α ∈ π), hence it

is a flat F [π]-module. Thus,

0→ A⊗F [π] F [π]⊗ F [π]→ B ⊗F [π] F [π]⊗ F [π]

is exact. By above C ′ is a flat F [π]⊗ F [π]-module so that we have

0→
(
A⊗F [π] F [π]⊗ F [π]

)
⊗F [π]⊗F [π] C

′ →
(
B ⊗F [π] F [π]⊗ F [π]

)
⊗F [π]⊗F [π] C

′

is exact. However, we have natural isomorphisms
(
A⊗F [π] F [π]⊗ F [π]

)
⊗F [π]⊗F [π] C

′ ∼=

A⊗F [π] C
′ and

(
B ⊗F [π] F [π]⊗ F [π]

)
⊗F [π]⊗F [π] C

′ ∼= B ⊗F [π] C
′. Thus,

0→ A⊗F [π] C
′ → B ⊗F [π] C

′

is exact so that C ′ is a flat F [π]-module. The same argument shows D′ is a flat F [π]-module.
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Next, we have the composition

C ′ → C
×−→ D → D′

with each map a quasi-isomorphism of F [π]-modules. Hence, because C ′ → D′ is a quasi-

isomorphism of flat F [π] modules we have by (18, Theorem 5.6.4) that

A⊗F [π] C
′ → A⊗F [π] D

′

is a quasi-isomorphism.

Finally, consider the composition

A⊗F [π] C
′ → A⊗F [π] C → A⊗F [π] D → A⊗F [π] D

′

The maps A ⊗F [π] C
′ → A ⊗F [π] C and A ⊗F [π] D → A ⊗F [π] D

′ are quasi-isomorphism

because the functor ⊗F [π] preserves chain homotopy equivalences over F [π]. Hence, the

entire composition above is a quasi-isomorphism, so we conclude that A⊗F [π]C → A⊗F [π]D

must also be a quasi-isomorphism which is what we wanted to show.
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6.3 Universal cohomology and oriented coverings

In this subsection we develop the version of cohomology we will need to generalize universal

Poincaré duality for ordinary (co)homology. We continue to assume that X is a stratified

pseudomanifold with Xreg connected and that ν is a locally finite unbranched regular cover.

Definition 6.3.1. We define the universal intersection cochain complex by

IpS
∗
ν(X;F ) := HomF [π](I

pSν∗ (X;F ), F [π])

and denote the homology of this chain complex by IpH
∗
ν(X;F ).

Remark 6.3.2. We will use a different sign convention from the standard one for the

coboundary map: For a cochain α, we define δα(x) = −(−1)|α|α(∂x). This is the Koszul

sign convention (for a detailed discussion see (3, Section VI.10)).

We aim to give a version of the cone-formula for cohomology, but first we prove a lemma.

Lemma 6.3.3. Let X be a stratified pseudomanifold with Xreg connected and let ν be a

regular cover of Xreg. Let V ⊂ X be open and let W ⊂ U be open sets with U connected. Let

ν ′ be a connected component of i∗Uν with deck transformation group π′. Then the restriction

map gives an isomorphism

HomF [π](I
pSν∗ (W,W ∩ V ;F ), F [π])

ι∗−→ HomF [π′](I
pSν

′

∗ (W,W ∩ V ;F ), F [π]).

178



Proof. To see ι∗ is injective suppose ι∗f = 0. Let x ∈ IpSν∗ (W,W ∩V ;F ), then x can be writ-

ten as a sum of intersection chains each having relative extended support (Definition 2.1.2)

in a connected component of ν. We assume a chain representative for x has relative extended

support in a single connected component, and then our argument can be extended linearly

for general intersection chains. With this assumption, regularity of π guarantees there exists

g ∈ π such that g · x ∈ IpSν′∗ (W,W ∩ V ;F ). Thus, 0 = (ι∗f)(g · x) = f(g · x) = g · f(x) so

that g · f(x) = 0. Multiplying both sides by g (the inverse of g in π) we see that f(x) = 0.

Hence, f must be the zero function.

To see the restriction map is surjective, let f ∈ HomF [π′](I
pSν

′
∗ (W,W ∩ V ;F ), F [π]). To

define f̃ , let x ∈ IpSν∗ (W,W ∩ V ;F ). Once again we assume x is in a single connected

component of ν and then we will be able to extend linearly. By regularity there exists g ∈ π

and x′ ∈ IpSν′∗ (W,W ∩ V ;F ) such that g · x′ = x. Define f̃(x) = g · f(x′). Once we verify

f̃ is well-defined we will be done since ι∗f̃ = f . So suppose we choose another h ∈ π and

y′ ∈ IpSν′∗ (W,W ∩ V ;F ) such that h · y′ = x. Then, g · x′ = h · y′. So hg · x′ = y′ which

means the automorphism hg must send ν ′ to ν ′ and therefore we have hg ∈ π′. Thus,

f(y′) = f(hg · x′) = hg · f(x) so that h · f(y′) = g · f(x′). Hence, our construction is

well-defined. We need only show that f̃ ∈ HomF [π](I
pSν∗ (W,W ∩ V ;F ), F [π]).
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Let α ∈ π and let x ∈ IpSν∗ (W,W ∩ V ;F ) and write x =
∑

i xi with xi in a single connected

component of ν. Then as above we can find zi ∈ IpSν
′
∗ (W,W ∩ V ;F ) and gi ∈ π such that

gi · zi = xi. Therefore, α · x =
∑

i αgizi so that by definition of f̃ we have

f̃(αx) =
∑
i

αgif(zi)

= α
∑
i

gif(zi)

= αf̃(x).

Thus, f̃ ∈ HomF [π](I
pSν∗ (W,W ∩ V ;F ), F [π]) and we see that ι∗ is an isomorphism.

Proposition 6.3.4. Let X be a normal connected stratified pseudomanifold. Let ν be a

locally finite unbranched regular cover of Xreg and let F be a ν-good field. Also, let L be a

(n− 1)-dimensional link of X. Then,

IpH
i

ν(cL;F ) ∼=


0, if i ≥ n− 1− p({v}),

IpH
i

ν(L;F ), if i < n− 1− p({v})

Proof. Let ν ′ denote a connected component of ν|L with deck transformation group π′. Re-

call we also have that a connected component of ν|cL is isomorphic to cν ′. By Lemma 6.3.3 we

have that HomF [π](I
pSν∗ (cL;F ), F [π]) ∼= HomF [π′](I

pScν
′

∗ (cL;F ), F [π]) and HomF [π](I
pSν∗ (L;F ), F [π]) ∼=

HomF [π′](I
pSν

′
∗ (L;F ), F [π]).
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However, π′ is finite which means F [π′] is semi-simple by Theorem 6.2.3. Hence, combining

(18, Theorem 3.6.1) and (18, Theorem 4.2.2) we have the isomorphisms

H∗(HomF [π′](I
pScν

′

∗ (cL;F ), F [π])) ∼= HomF [π′](H∗(I
pScν

′

∗ (cL;F )), F [π])

and

H∗(HomF [π′](I
pSν

′

∗ (L;F ), F [π])) ∼= HomF [π′](H∗(I
pSν

′

∗ (L;F )), F [π]).

Combining this with our above work we therefore have that

H∗(HomF [π](I
pScν∗ (cL;F ), F [π])) ∼= HomF [π′](H∗(I

pScν
′

∗ (cL;F )), F [π])

and

H∗(HomF [π](I
pSν∗ (L;F ), F [π′])) ∼= HomF [π′](H∗(I

pSν
′

∗ (L;F )), F [π]).

Thus, for i ≥ n−1−p({v}) we haveH i(HomF [π](I
pScν∗ (cL;F ), F [π])) = 0 because IpHcν′

i (cL;F ) =

0 by Proposition 2.3.3. For i < n− 1− p({v}), we have the commutative diagram

IpH
i

ν(cL;F )
∼=- HomF [π′](I

pHcν′

i (cL;F ), F [π])

IpH
i

ν(L;F )

? ∼=- HomF [π′](I
pHν′

i (L;F ), F [π])

∼=
?

where the vertical maps are induced by the inclusion L ↪→ cL. We know the horizontal maps

are isomorphisms by our work above. The right vertical map is an isomorphism because

in this dimension range IpHcν′
i (cL;F ) ∼= IpHν′

i (L;F ) by Proposition 2.3.3 and so the pull
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back is also an isomorphism since the isomorphism is equivariant over F [π′]. Thus, by

commutativity of the diagram the left vertical map is also an isomorphism in this dimension

range as was to be shown.

There is also a relative version of the cone formula.

Proposition 6.3.5. Let X be a connected normal stratified pseudomanifold. Let ν be a

locally finite unbranched regular cover of Xreg and let F be a ν-good field. Also, let L be an

(n− 1)-dimensional link of X. Then,

IpH
i

ν(cL, L;F ) ∼=


IpH

i−1

ν (L;F ), if i ≥ n− p({v}),

0, if i < n− p({v})

Proof. Let ν ′ be a connected component of ν|L with deck transformation group π′. Consider

the diagram below

0 - IpSν
′

∗ (L;F ) - IpScν
′

∗ (cL;F ) - IpScν
′

∗ (cL, L;F ) - 0

Note that the functor HomF [π′](−, F [π]) is exact because modules over the semi-simple ring

F [π′] are injective by (18, Theorem 4.2.2). Thus, applying the functor HomF [π′](−, F [π]) to

the short exact sequence above we obtain the short exact sequence

0 � HomF [π′](I
pSν

′

∗ (L;F ), F [π]) � HomF [π′](I
pScν

′

∗ (cL;F ), F [π]) � HomF [π′](I
pScν

′

∗ (cL, L;F ), F [π]) � 0
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which fits into the commutative diagram

0 � HomF [π′](I
pSν

′

∗ (L;F ), F [π]) � HomF [π′](I
pScν

′

∗ (cL;F ), F [π]) � HomF [π′](I
pScν

′

∗ (cL, L;F ), F [π]) � 0

0 � HomF [π](I
pSν∗ (L;F ), F [π])

6

� HomF [π](I
pScν∗ (cL;F ), F [π])

6

� HomF [π](I
pScν∗ (cL, L;F ), F [π])

6

� 0

with the left two vertical arrows isomorphisms by Lemma 6.3.3. Hence, the bottom row must

also be exact which induces a long exact sequence of cohomology. Consider the case that

i ≥ n−p({v}). Then by the cone formula in Proposition 6.3.4 we have that IpH
i

ν(cL;F ) = 0

and IpH
i−1

ν (cL;F ) = 0 in this dimension range. Thus, from the long exact sequence on

homology we have the exact sequence

0→ IpH
i−1

ν (L;F )
δ∗−→ IpH

i

ν(cL, L;F )→ 0

which gives us the desired isomorphism for i ≥ n − p({v}). For the case i = n − 1 −

p({v}), we have by Proposition 6.3.4 that IpH
n−2−p({v})
ν (cL;F )

i∗−→ IpH
n−2−p({v})
ν (L;F ) is an

isomorphism and also that IpH
n−1−p({v})
ν (cL;F ) = 0. So from the long exact sequence on

cohomology we have the exact sequence

IpH
n−2−p({v})

(cL;F )
∼=−→ IpH

n−2−p({v})
(L;F )

0−→ IpH
n−1−p({v})

(cL, L;F )→ 0.

Hence, by exactness IpH
n−1−p({v})

(cL, L;F ) = 0. Finally, for i < n − 1 − p({v}) the cone
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formula in Proposition 6.3.4 gives us that IpH
i

ν(cL;F )
i∗−→ IpH

i

ν(L;F ) and IpH
i−1

ν (cL;F )
i∗−→

IpH
i−1

ν (L;F ) are isomorphisms in this dimension range. Thus, from the long exact sequence

on cohomology we have the exact sequence

IpH
i−1

ν (cL;F )
∼=−→ IpH

i−1

ν (L;F )
0−→ IpH

i

ν(cL, L;F )
0−→ IpH

i

ν(cL;F )
∼=−→ IpH

i

ν(L;F ).

So by exactness we have IpH
i

ν(cL, L;F ) = 0 for this dimension range. Thus, we have shown

the desired cone formula.

Next, we define oriented coverings for which our duality theorem will apply. A treatment

of manifolds may be found in (17, Section 4.5).

Definition 6.3.6. For a pseudomanifold X with Xreg connected, we will say ν is an oriented

covering if ν is a connected regular cover and factors through the orientation cover o of Xreg.

That is, we have a commutative diagram

E(ν) - E(o)

Xreg

�
-

where each map is a covering map (technically we mean in the generalized sense of covering

map as we do not require the map E(ν) → E(o) to be surjective in the case E(o) is not

connected). In this situation we have an induced map τπ : π → Z2 → Aut(Z) where
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an orientation preserving deck transformation maps to 1 and an orientation reversing deck

transformation maps to −1. We define the τπ-twisted involution on F [π] by

− : F [π]→ F [π] : a =
∑
g∈π

ngg 7→ a =
∑
g∈π

ngτπ(g)g−1

The τπ-twisted involution gives IpS
∗
ν(U, V ;F ) the structure of a left F [π] module by

defining (α · f)(x) = f(x) · α for f ∈ IpS
∗
ν(U, V ;F ), α ∈ π and x ∈ IpSν∗ (U, V ;F ).

The next remark will be used in our definition of the twisted algebraic diagonal map.

Remark 6.3.7. Let ν be a locally finite unbranched orientable (thus connected) cover of

Xreg, F be a ν-good field, and Xreg be non-orientable. Let V ⊂ U be open, then we have

that the map E(ν)→ E(o) induces an isomorphism

F τπ ⊗F [π]
pSν∗ (U ;F )→ F τ ⊗F [Z2]

pSo
∗(U ;F )

(see (14, Example 3H.2) for the ordinary homology case, since p ≤ t the argument here is

completely analogous).
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Similarly, we have the isomorphism below and commutative diagram involving boundary

maps

F τπ ⊗F [π]
pSν∗ (U ;F )

∼=- F τ ⊗F [Z2]
pSo
∗(U ;F )

F τπ ⊗F [π] Ŝ
ν
∗ (U ;F )

∂

? ∼=- F τ ⊗F [Z2] Ŝ
o
∗(U ;F ).

∂

?

Thus, by Lemma 2.2.10 this implies that IpSν∗ (U ;F τπ)→ IpS∗(U ;F τ ) is an isomorphism of

chain complexes. Thus, we also have that IpSν∗ (U, V ;F τπ)→ IpS∗(U, V ;F τ )

Combining the above isomorphism with Proposition 6.2.11 we have the composition below

is a quasi-isomorphism.

F τπ ⊗F [π] I
pSν∗ (U, V ;F )→ IpSν∗ (U, V ;F τπ)→ IpSν∗ (U, V ;F τ ).

If we take X to be orientable, then the orientable cover ν of Xreg factors as E(ν) →

E(o) → Xreg. However, E(o) is the trivial 2-sheeted cover of Xreg so that E(ν) (which

is connected) maps onto one of these sheets. This induces a preferred identification of

IpS∗(U, V ;F τ ) with IpS∗(U, V ;F ). Moreover, the induced map π → Z2 is the trivial map so

that F τπ has the trivial F [π]-module structure. So we have the commutative diagram
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F τπ ⊗F [π] I
pSν∗ (U, V ;F ) - IpS∗(U, V ;F τ )

IpSν∗ (U, V ;F τπ)

∼=

?
- IpS∗(U, V ;F ).

=

?

The bottom horizontal map is an quasi-isomorphism by applying the same argument above

and the left vertical map is a quasi-isomorphism by Proposition 6.2.11 so that the top

horizontal map must also be a quasi-isomorphism.

So in either case, we have a quasi-isomorphism

F τπ ⊗F [π] I
pSν∗ (U, V ;F )→ IpS∗(U, V ;F τ ).

We have the following algebraic lemma we will need in the proof of our main theorem.

Lemma 6.3.8. Let X be a pseudomanifold with Xreg connected and let ν be a regular covering

of Xreg. Let U ⊂ X be a connected open subset and let V ⊂ U also be open. Let ν ′ be a

connected component of ν|U with deck transformation group π′. Let J denote a set consisting

of a choice of a coset representatives from the set of left cosets π/π′. Then,

1. F [π] is a free left F [π′]-module with a basis J = {α : α ∈ J} (recall α is the twisted

involution of α).

2. IpSν∗ (U, V ;F ) ∼=
⊕

α∈J I
pSν

′
∗ (U, V ;F ) as F -vector space chain complexes

3. IpS
∗
ν(U, V ;F ) ∼=

⊕
α∈J IpS

∗
ν′(U, V ;F ) as F -vector space chain complexes.
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Proof. 1. To prove part 1 it suffices to show every x ∈ F [π] can be written uniquely as

x =
∑

α∈J hαα where hα ∈ F [π′]. We first note that J consists of a choice of a single

element from each right coset by standard group theory. Now let x ∈ F [π] and write

x =
∑

g∈π fgg where fg ∈ F . For each g ∈ π we have that g = hgα
−1
g for some unique

αg ∈ J and unique hg ∈ π′ so that g = τπ(αg)hgαg. Thus,

x =
∑
g∈π

fgg

=
∑
α∈J

∑
g:

αg=α

τπ(α)fghgα

=
∑
α∈J

∑
g:

αg=α

τπ(α)fghg

α.

The second sum is by just by the proof of Lagrange’s theorem from group theory and

our computation above. However, (
∑

g:
αg=α

τπ(α)fghg) ∈ F [π′] so x can be written as

x =
∑

α∈J hαα for some hα ∈ F [π′]. To complete the proof of part 1 we need to show

the hα are unique. Suppose
∑

α∈J hαα =
∑

α∈J h
′
αα for hα, h

′
α ∈ F [π′]. Then we have∑

α∈J(hα − h′α)α = 0. Writing hα =
∑

h∈π′ fhh where fh ∈ F and similarly writing

h′α =
∑

h∈π′ f
′
hh we have that

∑
α∈J

(hα − h′α)α =
∑
α∈J

∑
h∈π′

(fh − f ′h)hα

which means that
∑

α∈J
∑

h∈π′(fh−f ′h)hα = 0. However, we have that hα = τπ(α)hα−1

so by above we have that
∑

α∈J
∑

h∈π′ τπ(α)(fh − f ′h)hα−1 = 0. However, because the

sum is over unique coset representatives, each term hα−1 in this sum is a unique basis
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element of F [π]. Hence, we must have that τπ(α)(fh − f ′h) = 0 which means fh = f ′h

and this means also that hα = h′α.

2. To prove 2. we first note that if for α1, α2 ∈ π, α1π
′ = α2π

′, then α−1
2 α1 ∈ π′. Hence,

α−1
2 α1(E(ν ′)) = E(ν ′) so that α1(E(ν ′)) = α2(E(ν ′)) which means α1 and α2 send

E(ν ′) to the same connected component of E(ν|U). What’s more, by regularity of ν,

the action of π on connected components of ν|U is transitive. Thus, the set of left

cosets is in bijective correspondence with the connected components of ν|U . From this

observation and Proposition 2.1.6 this proves 2.

3. We have the composition of isomorphisms:

IpS
∗
ν(U, V ;F ) = HomF [π](I

pSν∗ (U, V ;F ), F [π])

∼= HomF [π′](I
pSν

′

∗ (U, V ;F ), F [π])

∼= HomF [π′](I
pSν

′

∗ (U, V ;F ),
⊕
α∈J

F [π′])

∼=
⊕
α∈J

HomF [π′](I
pSν

′

∗ (U, V ;F ), F [π′]).

The first isomorphism is by Lemma 6.3.3, the second is by part 1. above, and the third

is elementary.
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7 Poincaré duality theorems

7.1 Universal algebraic diagonal map and cap product

Recall ((5, Definition 3.5)) the dual of a perversity p is denoted Dp and defined by

Dp = t− p

We also recall that if perversities p, q, and r satisfy Dr ≥ Dp + Dq, then the diagonal map

induces a map on intersection chains (11, Proposition 4.2)

d : IrS∗(X,U ∪ V ;F )→ IQp,qS∗(X ×X, (U ×X) ∪ (X × V );F ).

Similarly, in our setting we have a diagonal map

d : IrSν∗ (X,U ∪ V ;F )→ IQp,qSν×ν∗ (X ×X, (U ×X) ∪ (X × V );F ).

Following the ideas of J. McClure and G. Friedman in (10) and (11), we will utilize the

diagonal map above to define an algebraic diagonal map which enables us to extend the cap

product to our setting.
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Definition 7.1.1. Suppose that Dr ≥ Dp + Dq. Let U, V be open subsets of a stratified

pseudomanifold X with Xreg connected, ν a locally finite unbranched oriented regular cover,

and F a ν-good field. We define the twisted-algebraic diagonal map

d̃ : IrH∗(X,U ∪ V ;F τ )→ H∗((I
pSν∗ (X,U ;F ))t ⊗F [π] I

qSν∗ (X, V ;F ))

to be the composition

IrH∗(X,U ∪ V ;F τ ) ∼=H∗(F τπ ⊗F [π] I
rSν∗ (X,U ∪ V ;F ))

1⊗d−−→H∗(F τπ ⊗F [π] I
Qp,qSν×ν∗ (X ×X, (U ×X) ∪ (X × V );F ))

∼=H∗(F τπ ⊗F [π] I
pSν∗ (X,U ;F )⊗F IqSν∗ (X, V ;F ))

∼=H∗((IpSν∗ (X,U ;F ))t ⊗F [π] I
qSν∗ (X, V ;F )).

The first isomorphism is from Remark 6.3.7, the second is by Proposition 6.2.12, and the

third is elementary. Here (IpSν∗ (X,U ;F ))t is the right F [π] module structure induced by

the τπ-twisted involution. More explicitly, for x ∈ IpSν∗ (X,U ;F )t and g ∈ π, we define

x · g = g · x.
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Using the twisted algebraic diagonal map we may now define the cap product.

Definition 7.1.2. Under the same assumptions of Definition 7.1.1, let α ∈ IqHm

ν (X,U ;F )

and x ∈ IrHn(X,U ∪ V ;F τ ). We define α ∩ x ∈ IpHν
m−n(X, V ;F ) by

α ∩ x := (1⊗ α)(d̃(x)).

That is, if we write d̃(x) =
∑

i yi ⊗ zi where yi ∈ (IpSν∗ (X,U ;F ))t and zi ∈ IqSν∗ (X, V ;F ),

then

α ∩ x =
∑
i

(−1)m·|yi|α(zi)yi

where α evaluates to 0 for |zi| 6= m.
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Proposition 7.1.3. Assume that Dr ≥ Dp + Dq. Let i : (X ′;U ′, V ′) ↪→ (X;U, V ) be an

inclusion of triads with each set open in X. Let α ∈ IqH
∗
ν(X, V ;F ) and x ∈ IrHν

∗ (X
′, U ′ ∪

V ′;F τ ). Then α ∩ i∗x = i∗(i
∗α ∩ x) ∈ IpHν

∗ (X,U ;F ).

Proof. We will use Q to denote Qp,q. First we note we have the commutative diagram

IrSν∗ (X
′, U ′ ∪ V ′;F )

i∗ - IrSν∗ (X,U ∪ V ;F )

IQSν×ν∗ (X ′ ×X ′, (U ′ ×X ′) ∪ (X ′ × V ′);F )

d

? i∗ × i∗- IQSν×ν∗ (X ×X, (U ×X) ∪ (X × V );F )

d

?

IpSν∗ (X
′, U ′;F )⊗ IqSν∗ (X ′, V ′;F )

×
6

i∗ ⊗ i∗ - IpSν∗ (X,U ;F )⊗ IqSν∗ (X, V ;F )

×
6

The top square commutes on the level of spaces and the bottom square commutes by natu-

rality of the cross product. Commutativity of this diagram combined with the fact that the

diagonal map preserves the diagonal action of the deck transformation group π implies that

d̃(i∗x) = (i∗⊗ i∗)(d̃(x)). Moreover, we have the equality (1⊗α)(i∗⊗ i∗) = i∗⊗αi∗ = i∗⊗ i∗α
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where the last equality follows by definition of pullbacks. Combining all of this we have

α ∩ i∗x =(1⊗ α)(d̃(i∗(x)))

=(1⊗ α)(i∗ ⊗ i∗)(d̃(x))

=(i∗ ⊗ i∗α)(d̃(x))

=i∗

(
(1⊗ i∗α)(d̃(x))

)
=i∗(i

∗α ∩ x)
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The above applies to inclusions of spaces, we also have a similar computation for inclu-

sions of coverings.

Proposition 7.1.4. Assume that Dr ≥ Dp+Dq. Let U ⊂ X be a connected open subset and

let ν ′ be a connected component of i∗Uν with deck transformation group π′. Let W,V ⊂ U

also be open. Let α ∈ IqH
∗
ν′(U, V ;F ) and let α̃ ∈ IqH

∗
ν(U, V ;F ) be the extension of α

(Lemma 6.3.3). Let x ∈ IrH∗(U,W ∪ V ;F τ ). Let ι : ν ′ ↪→ ν be the inclusion map. Then

ι∗(α ∩ x) = α̃ ∩ x

where the left hand cap product uses the algebraic diagonal map

IrH∗(U,W ∪ V ;F τ )→ H∗((I
pSν

′

∗ (U,W ;F ))t ⊗F [π′] I
qSν

′

∗ (U, V ;F ))

and the right hand cap product uses the algebraic diagonal map

IrH∗(U,W ∪ V ;F τ )→ H∗((I
pSν∗ (U,W ;F ))t ⊗F [π] I

qSν∗ (U, V ;F ))
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Proof. Denote the algebraic diagonal map

IrH∗(U,W ∪ V ;F τ )→ H∗((I
pSν∗ (U,W ;F ))t ⊗F [π] I

qSν∗ (U, V ;F ))

by d̃ν and similarly define d̃ν′ . We also denote Qp,q by Q. We have the commutative

diagram

IrSν
′

∗ (U,W ∪ V ;F )
ι∗ - IrSν∗ (U,W ∪ V ;F )

IQSν
′×ν′
∗ (U × U, (W × U) ∪ (U × V );F )

d

?
ι∗ × ι∗- IQSν×ν∗ (X ×X, (W ×X) ∪ (X × V );F )

d

?

IpSν
′

∗ (U,W ;F )⊗ IqSν′∗ (U, V ;F )

×
6

ι∗ ⊗ ι∗ - IpSν∗ (X,W ;F )⊗ IqSν∗ (X, V ;F )

×
6

The top square commutes on the level of spaces and the bottom square commutes by nat-

urality of the cross product or direct computation. By commutativity of the diagram and

because the diagonal map respects the diagonal action by F [π] and F [π′] we have that

d̃ν = (ι∗ ⊗ ι∗)d̃ν′ . As in Proposition 7.1.3 we have (1⊗ α)(ι∗ ⊗ ι∗) = ι∗ ⊗ αι∗. We also note

that because α̃ is the extension of α, we have that α̃ι∗ = α.
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Thus,

α̃ ∩ x = (1⊗ α̃)(d̃ν(x))

= (1⊗ α̃)(ι∗ ⊗ ι∗)(d̃ν′(x))

= (ι∗ ⊗ α̃ι∗)(d̃ν′(x))

= (ι∗ ⊗ α)(d̃ν′(x))

= ι∗

(
(1⊗ α)(d̃ν′(x))

)
= ι∗(α ∩ x).

We also have a naturally result for cap products involving normalizations which we will

need to carry over our main theorem from normal pseudomanifolds to pseudomanifolds which

are not necessarily normal. The proof is exactly the same as Proposition 7.1.3 upon replacing

i by n.

Proposition 7.1.5. Assume that Dr ≥ Dp + Dq. Let (X;U, V ) be a triad with U, V

open in X. Let n : XN → X be the normalization of X. Let α ∈ IqH
∗
ν(X;V ;F ) and

x ∈ IrHν
∗ (X

N , UN ∪ V N ;F τ ). Then α ∩ n∗x = n∗(n
∗α ∩ x) ∈ IpHν

∗ (X,U ;F ).
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Proposition 7.1.6. Assume that Dr ≥ Dp+Dq. Let V ⊂ X be open. Let α ∈ IqH
∗
ν(V ;F )

and that x ∈ IrHν
∗ (X, V ;F τ ). Then (δα) ∩ x = −(−1)|α|i∗(α ∩ ∂x) where δ and ∂ are the

connecting homomorphisms.

Proof.

(δα) ∩ x =(1⊗ δα)(d̃(x))

=− (−1)|α|(1⊗ α)(1⊗ ∂)(d̃(x))

=− (−1)|α|(1⊗ α)(i∗ ⊗ 1)(d̃(∂x))

=− (−1)|α|i∗(α ∩ ∂x)

Remark 7.1.7. We we will also need a version of the cohomology cross product in the proof

of our main theorem. Specifically, we let X be a psuedomanifold with Xreg connected, ν

be a locally finite unbranched regular cover of Xreg with deck transformation group π, and

F be a ν-good field. Let U ⊂ X be a distinguished neighborhood so that the connected

components of ν|U are finitely fibered.
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Let ν ′ be a connected component of ν|U with deck transformation group π′. We also let

K1 be any closed ball in Ri and K2 be any compact subset of U . Set A = Ri − K1 and

B = U − K2. We define the cohomology cross product in this special situation to be the

composition of isomorphisms

H∗(Ri, A;F )⊗F IpH
∗
ν(U,B;F ) ∼= H∗(Ri, A;F )⊗F H∗(HomF [π′](I

pSν
′

∗ (U,B;F ), F [π]))

∼= HomF (H∗(Ri, A;F ), F )⊗F HomF [π′](I
pHν′

∗ (U,B;F ), F [π])

∼= HomF [π′](H∗(Ri, A;F )⊗F IpHν′

∗ (U,B;F ), F [π])

∼= HomF [π′](I
pH

idRi×ν
′

∗ (Ri × U,Ri ×B ∪ A×X;F ), F [π])

∼= H∗(HomF [π′](I
pS

idRi×ν
′

∗ (Ri × U,Ri ×B ∪ A×X;F ), F [π]))

∼= IpH
∗
id×ν(Ri × U,Ri ×B ∪ A×X;F )

The first and last isomorphisms are by Lemma 6.3.3 the second and second to last iso-

morphisms follow from the universal coefficients theorem (18, Theorem 3.6.5) and the fact

that F [π′] is semi-simple, the third isomorphism (note this uses the Koszul sign convention)

follows because H∗(Ri, A;F ) is finitely generated (compare (11, Remark 4.20)). Finally, the

fourth isomorphism follows from Theorem 3.4.2 and the compatibility of the cross product

with the deck transformation actions. What’s more, a simple verification shows that the

above isomorphism is an isomorphism of left F [π]-modules.
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More explicitly, let α ∈ H∗(Ri, A;F ), β ∈ IpH
∗
ν(U,B;F ), a ∈ S∗(Ri, A;F ), and b ∈

IpS∗(X,B;F ). Then, (α× β)(a× b) = (−1)|β|·|a|α(a)β(b).

The following well known relationship between cross products and cap products for or-

dinary homology and cohomology extends to our setting.

Proposition 7.1.8. Suppose that Dr ≥ Dp + Dq. Let K1 ⊂ Ri be a closed ball and

let K2 ⊂ X be compact. Let U ⊂ X be a distinguished neightborhood so that the connected

components of ν|U are finitely fibered (so that the cohomology cross product above is defined).

Let α ∈ H∗(Ri,Ri−K1;F ), β ∈ IrH
∗
ν(U,U−K2;F ), x ∈ H∗(Ri,Ri−K1;F ), y ∈ IqH∗(U,U−

K2;F τ ). Then,

(α× β) ∩ (x× y) = (−1)|β|·|x|(α ∩ x)× (β ∩ y)

as elements of IpH
idRi×ν
∗ (Ri × U ;F )

Proof. For convenience set A = Ri − K1, B = X − K2, and C = Ri × X − K1 × K2 and

we will also use id to mean idRi . We have the following commutative diagram where field

coefficients are assumed and the unmarked tensor products are over F .

H∗(S∗(Ri, A)⊗ IpS∗(X,B;F τ ))
d̃⊗ d̃

- H∗(S∗(Ri)⊗ S∗(Ri, A))⊗H∗(IpSν∗ (X)t ⊗F [π] I
qSν∗ (X,B))

H∗(S∗(Ri × Ri,Ri × A)⊗ (F τ ⊗F [π] I
QSν×ν∗ (X ×X,X ×B)))
�

×⊗×d⊗ d

-

H∗

((
S∗(Ri)⊗ IpSν∗ (X)

)t ⊗F [π]

(
S∗(Ri, A)⊗ IqSν∗ (X,B)

))
∼=
?

IQH id×ν×id×ν
∗ (Ri ×X × Ri ×X,Ri ×X × C;F τ )

?

IrH id×ν
∗ (Ri ×X,C;F τ )

×

?
d̃

-

d

-

H∗
(
IpSid×ν

∗ (Ri ×X)t ⊗F [π] I
qSid×ν
∗ (Ri ×X,C)

)

×⊗×

?

�

×
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The unmarked middle vertical arrow is the composition of the cross product and the

coordinate swap map t : Ri × (Ri ×X)×X → Ri × (X × Ri)×X.

The top and bottom portions of the diagram commutes by the definition of d̃, the

left side commutes by looking at the chain level shuffle-product and the observation that

dRi×X = t ◦ (dRi × dX) where t is the coordinate swap map above and dX , dRi , dRi×X denote

the appropriate diagonal maps, and finally the right side commutes by associativity (The-

orem 3.5.2) and commutativity (Theorem 3.5.1) of the cross product (note the top right

isomorphism uses the Koszul sign convention).

Now let’s show why this diagram proves our desired identity. Let Φ denote the isomor-

phism in the upper right corner of the diagram. Write d̃(x) =
∑

i ai ⊗ bi where ai ∈ S∗(Ri),

bi ∈ S∗(Ri, A) and write d̃(y) =
∑

i cj ⊗F [π] dj where cj ∈ (IpSν∗ (X))
t

and dj ∈ IqSν∗ (X,B),.

Notice that |x| = |ai|+ |bi| and |y| = |cj|+ |dj| for each i, j. Then by commutativity of the

outside of the diagram above we have that
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(α× β) ∩ (x× y) = (1⊗ (α× β))(d̃(x× y))

= (1⊗ (α× β))
(

(×⊗×)Φ(d̃(x)⊗ d̃(y))
)

= (1⊗ (α× β))(×⊗F [π] ×)Φ

((∑
i

ai ⊗ bi

)
⊗

(∑
j

cj ⊗F [π] dj

))

= (1⊗ (α× β))(×⊗F [π] ×)Φ

(∑
i,j

(ai ⊗ bi)⊗ (cj ⊗F [π] dj)

)

= (1⊗ (α× β))(×⊗F [π] ×)

(∑
i,j

(−1)|bi|·|cj |(ai ⊗ cj)⊗F [π] (bi ⊗ dj)

)

= (1⊗ (α× β))

(∑
i,j

(−1)|bi|·|cj |(ai × cj)⊗F [π] (bi × dj)

)

=
∑
i,j

(−1)|bi|·|cj |(−1)|α×β|·|ai⊗cj |(α× β)(bi × dj)ai × cj.

Recall from the cohomology cross product (Remark 7.1.7) that (α×β)(bi×dj) = (−1)|β|·|bi|α(bi)β(dj).

What’s more, we have that α and β evaluate to zero unless |α| = |bi| and |β| = |dj|and be-

cause α(bi) ∈ F , we have α(bi) = α(bi). Thus, we have
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(α× β) ∩ (x× y) =
∑
i,j

(−1)|bi|·|cj |(−1)|α×β|·|ai⊗cj |(α× β)(bi × dj)ai × cj

=
∑
i,j

(−1)|bi|·|cj |(−1)(|α|+|β|)|·(|ai|+|cj |)(−1)|β|·|bi|α(bi)β(dj)ai × cj

=
∑
i,j

(−1)|bi|·|cj |(−1)(|α|+|β|)|·(|ai|+|cj |)(−1)|β|·|bi|β(dj) α(bi)ai × cj

=
∑
i,j

(−1)|bi|·|cj |(−1)(|α|+|β|)|·(|ai|+|cj |)(−1)|β|·|bi|β(dj) α(bi)ai × cj

=
∑
i,j

(−1)|bi|·|cj |(−1)(|α|+|β|)|·(|ai|+|cj |)(−1)|β|·|bi|ai × (α(bi)β(dj)cj)

where we have used that α(bi) ∈ F and the action of π on idRi × ν.

Looking at the sign term above we see have −1 to the power |bi| · |cj| + |α| · |ai| + |α| ·

|cj|+ |β| · |ai|+ |β| · |cj|+ |β| · |bi|. However, using that |α| = |bi| this means that

|bi| · |cj|+ |α| · |ai|+ |α| · |cj|+ |β| · |ai|+ |β| · |cj|+ |β| · |bi|

is the same as

|α| · |ai|+ 2|bi| · |cj|+ |β| · |cj|+ |β| · (|ai|+ |bi|)

and then using that |ai|+ |bi| = |x| this is

|α| · |ai|+ 2|bi| · |cj|+ |β| · |cj|+ |β| · |x|.
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Reducing modulo 2 we have

|α| · |ai|+ |β| · |cj|+ |β| · |x|.

Thus, we have shown

(α× β) ∩ (x× y) =
∑
i,j

(−1)|β|·|x|+|α|·|ai|+|β|·|cj |ai × (α(bi)β(dj)cj).

Next, we consider the righthand side of our identity.

(−1)|β|·|x|(α ∩ x)× (β ∩ y) = (−1)|β|·|x|
(

(1⊗ α)(d̃(x))
)
×
(

(1⊗ β)(d̃(y))
)

= (−1)|β|·|x|

(
(1⊗ α)(

∑
i

ai ⊗ bi)

)
×

(
(1⊗ β)(

∑
j

cj ⊗ dj)

)

= (−1)|β|·|x|

(∑
i

(−1)|α|·|ai|α(bi)ai

)
×
(

(−1)|β|·|cj |β(dj)cj

)
=
∑
i,j

(−1)|β|·|x|+|α|·|ai|+|β|·|cj |
(
α(bi)ai

)
×
(
β(dj)cj

)
=
∑
i,j

(−1)|β|·|x|+|α|·|ai|+|β|·|cj |(α(bi)ai)× (β(dj)cj)

=
∑
i,j

(−1)|β|·|x|+|α|·|ai|+|β|·|cj |ai × (α(bi)β(dj)cj)

where we have used bilinearity of the cross product and again used that α(bi) ∈ F . Thus,

we see this agrees with the lefthand side we computed above.
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7.2 Universal Poincaré duality

Let K ⊂ X be compact. Let ΓK ∈ I0Hn(X,X −K;F τ ) be the twisted fundamental class

over K defined in Definition 5.4.2 . We define DK : IpH
i

ν(X,X −K;F )→ IpHν
n−i(X;F ) by

DK(α) = (−1)inα ∩ ΓK .

We note this is consistent if we let K vary. More precisely, let K ⊂ K ′ and let j :

(X,X −K ′) → (X,X −K) be the inclusion map (so j|X : X → X is the identity map) of

pairs. By uniqueness of fundamental classes we must have that j∗(ΓK′) = ΓK . So we have

the following computation

DK′(j
∗(α)) =(−1)|α|nj∗(α) ∩ ΓK′

=(−1)|α|nα ∩ j∗(ΓK′)

=(−1)|α|nα ∩ ΓK

=DK(α).

We define universal cohomology with compact supports to be the limit over compact

subsets K ⊂ X

IcpH
∗
ν(X;F ) := lim

−→
IpH

∗
ν(X,X −K;F ).
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The computation above implies we have a well-defined map D : IcpH
∗
ν(X;F )→ IpHν

∗ (X;F )

given by

D := lim
−→

DK

We now arrive at our main theorem. Observe that the theorem always holds over Q

and for compact pseudomanifolds will hold over any field as long as the characteristic of

the field does not divide branching indices of the branched cover which will be a finite set

(Corollary 4.3.6).

Theorem 7.2.1. Let X be a stratified pseudomanifold with Xreg connected and with per-

versity 0 ≤ p ≤ t and dual perversity q. Let ν be locally finite unbranched oriented regular

connected cover of Xreg with deck transformation group π. Let F be a ν-good field. Then,

D : IcpH
∗
ν(X;F )→ IqHν

∗ (X;F )

is an isomorphism of F [π]-modules.

Proof. We proceed by induction on depth(X). If depth(X) = 0, then X is a manifold and the

theorem follows by standard Universal Poincaré duality for manifolds (17, Theorem 4.65).

We will apply Theorem 2.4.7 to prove the theorem.

First assume X is normal. Let F∗ be a functor defined on open sets of X by F∗(U) =

IcpH
∗
(U ;F ) and define a functor G∗ by G∗(U) = IqHν

∗ (U ;F ). Consider the natural trans-

formation F∗ → G∗ induced by D .
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Consider the case U ⊂ X is open and homeomorphic to Euclidean space. Then U is

evenly covered and F∗(U) → G∗(U) is an isomorphism of F [π]-moduels by (17, Theorem

4.65).

Next, assume that {Uα} is a totally ordered set of open subsets of X. Then because {Uα}

is totally ordered and because the direct limit in the definition of cohomology with compact

supports is over compact subsets, we have that the natural map lim−→
α

F∗(Uα) → F∗(∪αUα)

is an isomorphism. What’s more, we clearly have that lim−→
α

G∗(Uα) → G∗(∪αUα) is an

isomorphism. Thus, the second condition of Theorem 2.4.7 is met.

Now assume the theorem holds for a link L ⊂ X of dimension k − 1. We will show that

the theorem holds for cL ⊂ X. To prove it for cL we choose cofinal compact sets of the form

K = crL where crL is the image of [0, r]×L in cL = [0, 1)×L/ ∼ and where 0 < r < 1. For

a moment fix r. We claim that

DK : IpH
∗
ν(cL, cL− crL;F )→ IqHν

∗ (cL;F )

is already an isomorphism. Let b ∈ (r, 1) and let j : L → cL take x to (x, b). Because j

gives a stratified homotopy equivalence cL−crL ' L we have that j induces an isomorphism

IrHν
∗ (cL, cL − crL;F ) ∼= IrHν

∗ (cL, L;F ) for any perversity r with 0 ≤ r ≤ t. Let v denote

the cone vertex.
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For i < k − p({v}) the domain and range of DcrL are both zero by Proposition 6.3.4 and

Proposition 2.3.3. So the isomorphism is trivial in this dimension range. So take i ≥

k − p({v}). We have the following commutative diagram

IpH
i

ν(cL, cL− crL;F ) �
δ

IpH
i−1

ν (cL− crL;F )
j∗

∼=
- IpH

i−1

ν (L;F )

IqHν
k−i(cL;F )

DcrL

?
�

inclusion
IqHν

k−i(cL− crL;F )

∩j∗ΓL
?

�
j∗
∼=

IqHν
k−i(L;F )

∩ΓL

?

The right square commutes by Proposition 7.1.3 and the left square commutes up to sign

by Proposition 7.1.6 and noting that j∗ΓL = ∂ΓcrL. The boundary map δ is an isomorphism

by Proposition 6.3.5 and the map labelled inclusion is an isomorphism from the cone formula

Proposition 2.3.3 and the fact that L ↪→ cL− crL is a stratified homotopy equivalence. We

need to show that the right vertical map is an isomorphism. Because X is normal we have

that L is a connected normal compact pseudomanifold so that Lreg is connected. Fix a

connected component of ν|L and call this ν ′. Notice that ν ′ is a locally finite unbranched

oriented regular connected cover of Lreg. Also notice that by Proposition 4.3.4 we have that

because F is a ν-good field, it is also ν ′-good field. Let π′ ⊂ π be the subgroup of π of deck

transformations of ν ′. Let J be a set containing a single choice of element from each left

coset in π/π′.

By Lemma 6.3.8 we have the isomorphisms of F -vector spaces

IpS
∗
ν(L;F ) ∼=

⊕
α∈J HomF [π′](I

pSν
′
∗ (L;F ), F [π′]) and IqSν∗ (L;F ) ∼=

⊕
α∈J I

qSν
′
∗ (L;F ). What’s

more, by taking the cap product with ΓL we have a map ∩ΓL : IpH
∗
ν′(L;F )→ (IqHν′

∗ (L;F )t).
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By induction on depth, these maps are isomorphisms of F [π]′-modules. Therefore, to com-

plete our argument we show that the following diagram commutes

IpH
∗
ν(L;F )

∼=-
⊕
α∈J

IpH
∗
ν′(L;F )

IqHν
∗ (L;F )

∩ΓL

?
�
∼= ⊕

α∈J

IqHν′

∗ (L;F ).

⊕
∩ΓL

?

Taking the cap product with ΓL from the left vertical arrow we use the algebraic diagonal map

I0H∗(L;F τ )→ H∗((I
qSν∗ (L;F ))t ⊗F [π] I

pSν∗ (L;F )) while the direct sum of cap products on

the right use the algebraic diagonal map I0H∗(L;F τ )→ H∗((I
qSν

′
∗ (L;F ))t⊗F [π′]I

pSν
′
∗ (L;F )).

Let f ∈ IpH
∗
ν(L;F ). By the top isomorphism we can write f =

∑
α∈J αf̃α where α ∈ J and

f̃α ∈ HomF [π](I
pSν∗ (L;F ), F [π′]) is the extension of fα ∈ HomF [π′](I

pSν
′
∗ (L;F ), F [π′]). Going

around the square right, down, and then left, f maps to
∑

α∈J α · ι∗((fα∩ΓL)). On the other

hand, f maps down to
∑

α∈J α · (f̃α ∩ ΓL) which is the same as
∑

α∈J α · ι∗((fα ∩ ΓL)) by

Proposition 7.1.4. Thus, the diagram commutes so the left vertical map is an isomorphism of

F -vector spaces (what’s more F [π]-modules since the map is easily seen to be a map of F [π]-

modules). Thus, in the previous diagram the leftmost vertical map is also an isomorphism

of F [π]-modules.
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Next, we show the theorem holds for open sets of the form Y = Ri× cL. Note compacts

sets of the form K1 ×K2 are co-final among compact subsets of Ri × cL. Moreover, we can

take K1 to be closed balls and K2 to be closed cones. We have the commutative diagram up

to sign below by Proposition 7.1.8.

IpH
∗
ν(Y, Y − (K1 ×K2);F ) �

×
H∗(Ri,Ri −K1;F )⊗F IpH

∗
ν(cL, cL−K2;F )

IqHν
∗ (Y ;F )

∩(ΓK1 × ΓK2)

?
�

×
H∗(Ri;F )⊗ IqHν

∗ (cL;F )

∩ΓK1 ⊗ ∩ΓK2

?

The top horizontal map is the cohomology cross product which is an isomorphism by

Remark 7.1.7, the lower horizontal map is an isomorphism by Theorem 3.4.1, and the right

vertical map is an isomorphism upon passage to the direct limit. Therefore, by commuta-

tivity the left vertical map is also an isomorphism upon passage to the direct limit by the

case above already considered. However, ΓK1×K2 = ΓK1 × ΓK2 by Proposition 5.5.2 so that

we have the desired isomorphism in this case. What’s more, the left vertical map is easily

seen to be a map of F [π]-modules so that it’s actually an isomorphism of F [π]-modules.

Finally, we have the following diagram of Mayer-Vietoris sequences. We prove commu-

tativity of this diagram up to sign in the next subsection 8.

- IpH
i
ν(U ∩ V ;F ) - IpH

i
ν(U ;F )⊕ IpH

i
ν(V ;F ) - IpH

i
ν(U ∪ V ;F ) - IpH

i+1
ν (U ∩ V ;F ) -

(1)

- I
q
H
ν
n−i(U ∩ V ;F )

D

?
- I

q
H
ν
n−i(U ;F )⊕ IqHνn−i(V ;F )

D ⊕−D

?
- I

q
H
ν
n−i(U ∪ V ;F ))

D

?
- I

q
H
ν
n−i−1(U ∩ V ;F )

D

?
-

8It is enough for diagram (1) to commute up to sign as the proof of Theorem 2.4.7 uses Mayer-Vietoris
long exact sequences to make a Zorn’s lemma argument using the five lemma that two of the maps are
isomorphisms. Since multiplying by −1 has no effect on whether the maps are isomorphisms, we can still
apply Theorem 2.4.7 in this setting.
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This completes the proof in the case X is normal by Theorem 2.4.7. Now consider the

case Xreg is connected, but X is possibly not normal. Let n : XN → X be the normalization

of X. Notice that because Xreg is connected we have that XN is a connected normal

pseudomanifold. Let K ⊂ X be compact and let KN = n−1(K) which is compact since n is

proper. We have the commutative diagram below.

IpH
∗
ν(X

N , XN −KN) �
n∗

IpH
∗
ν(X,X −K)

IqHν
∗ (X

N)

∩ΓKN

? n∗ - IqHν
∗ (X)

∩ΓK

?

The diagram commutes by Proposition 7.1.5 and because ΓK = n∗ΓKN by definition. The

horizontal maps are isomorphisms since they are isomorphisms on the level of chain com-

plexes by applying Proposition 2.1.8 and because n obviously preserves deck transformation

actions. The left vertical map is an isomorphism upon passage to direct limits since XN is

normal and by definition F is ν-good on XN (Definition 6.2.4).

. Thus, the right vertical map is also an isomorphism upon passage to the direct limit

which is what we wanted to show.
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7.3 Commutativity of Diagram (1)

In this subsection we prove commutativity of Diagram (1) in the preceding theorem. The

proofs of our results in this subsection follow those in (11, Section 6.1). We will suppress

field coefficients from the notation. The proof of commutativity of Diagram (1) follows

immediately from the lemma below.
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Lemma 7.3.1. Let X = U ∪ V be an open cover of X and let K and L be compact subsets

of U and V ; respectively. The following diagrams commute

(a)

IpH
∗
ν(X,X −K ∩ L) - IpH

∗
ν(X,X −K)⊕ IpH

∗
ν(X,X − L)

IpH
∗
ν(U ∩ V, U ∩ V −K ∩ L)

∼=
exc

?

IpH
∗
ν(U,U −K)⊕ IpH

∗
ν(V, V − L)

∼=
exc

?

IqHν
n−k(U ∩ V )

∩ΓK∩L

?
- IqHν

n−k(U)⊕ IqHν
n−k(V )

∩ΓK ⊕− ∩ ΓL

?

(b)

IpH
∗
ν(X,X −K)⊕ IpH

∗
ν(X,X − L) - IpH

∗
ν(X,X −K ∪ L)

IpH
∗
ν(U,U −K)⊕ IpH

∗
ν(V, V − L)

∼=
exc

?

IqHν
n−k(U)⊕ IqHν

n−k(V )

ΓK ⊕−ΓL

?
- IqHν

n−k(X)

ΓK∪L

?

(c)

IpH
∗
ν(X,X −K ∪ L)

δ
- IpH

k+1

ν (X,X −K ∩ L)
∼=

exc
- IpH

k+1

ν (U ∩ V, U ∩ V −K ∩ L)

IqHν
n−k(X)

ΓK∪L

? ∂
- IqHν

n−k−1(U ∩ V )

ΓK∩L

?
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Proof. To prove part (a) it suffices to work one summand at a time. Let us consider the first

summand. Commutativity here follows by the diagram

IpH
k
ν(X,X −K ∩ L) - IpH

k
ν(X,X −K)

IpH
k
ν(U ∩ V,U ∩ V −K ∩ L)

?

� IpH
k
ν(U,U −K ∩ L) -

-

IpH
k
ν(U,U −K)

?

IqHν
n−k(U ∩ V )

∩ΓK∩L

?
- IqHν

n−k(U)

∩ΓK

?

∩Γ
K∩L -

Each of the maps not labelled are inclusion maps. The upper half obviously commutes

since they are inclusion maps. The lower half commutes by Proposition 7.1.3 and since the

inclusion map (U,U−K∩L)→ (U,U−K) maps ΓK to ΓK∩L by Theorem 5.4.4. The second

summand is similar.

To prove part (b) we can similarly proceed one summand at a time. Consider the following

commutative diagram

IpH
∗
ν(X,X −K) - IpH

∗
ν(X,X −K ∪ L))

IpH
∗
ν(U,U −K)

?

IqHν
n−k(U)

ΓK

?
- IqHν

n−k(X)

ΓK∪L

?

Γ
K

-
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Each triangle again commutes by Proposition 7.1.3 and the fact that the inclusion map

(X,X −K ∪L)→ (X,X −K) takes ΓK∪L to ΓK by Theorem 5.4.4. Commutativity for the

second summand follows similarly.

Finally, to prove part (c) we first need a lemma which we prove at the end of the sub-

section.

Lemma 7.3.2. Let X = U ∪ V be an open cover of X and let K and L be compact subsets

of U and V ; respectively. There exist chains

βU−L ∈ (IpSν∗ (U − L))t ⊗F [π] I
qSν∗ (U − L,U −K ∪ L)

βU∩V ∈ (IpSν∗ (U ∩ V ))t ⊗F [π] I
qSν∗ (U ∩ V, U ∩ V −K ∪ L)

βV−K ∈ (IpSν∗ (V −K))t ⊗F [π] I
qSν∗ (V −K,V −K ∪ L)

Such that βU−L + βU∩V + βV−K represents d̃(ΓK∪L) ∈ H∗((IpSν∗ (X))t ⊗F [π] I
qSν∗ (X,X −

K ∪ L))

Assuming the lemma for now we complete the proof of part (c) of Lemma 7.3.1. The proof

follows (11) which in turn follows as in (14). First note that the inclusion (X,X−K ∪L)→

(X,X −K ∩L) maps ΓK∪L to ΓK∩L. This means that the image of βU−L + βU∩V + βV−K in

H∗((I
pSν∗ (X))t ⊗F [π] I

qSν∗ (X,X −K ∩L)) represents the image of d̃(ΓK∩L). But this is just

βU∩V since the other terms map to 0 in (IpSν∗ (X))t ⊗F [π] I
qSν∗ (X,X −K ∩ L). Thus, βU∩V

represents the class d̃(ΓK∩L) in H∗((I
pSν∗ (U ∩ V ))t ⊗F [π] I

qSν∗ (U ∩ V, U ∩ V −K ∩ L))
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Now we let ϕ ∈ IpS∗ν(X,X−K∪L). We calculate the image of [ϕ] for the two ways going

around the diagram in part (c). Let A and B denote X −K and X −L; respectively. Thus,

ϕ ∈ IpS∗ν(X,A ∩ B). Now from the zig-zag construction of the connecting homomorphism

we have that δ[ϕ] = [δϕA] where ϕ = ϕA−ϕB with ϕA ∈ IpS
∗
ν(X,A) and ϕB ∈ IpS

∗
ν(X,B).

Moving on to IqHν
n−k−1(U ∩ V ) we obtain [(1 ⊗ δϕA)(βU∩V )]. However, this is the same in

homology as (−1)k+1[(1⊗ ϕA)(∂βU∩V )] by the equation

∂((1⊗ ϕA)(βU∩V )) = (1⊗ δϕA)(βU∩V ) + (−1)k(1⊗ ϕA)(∂βU∩V ).

To see the above identity holds write βU∩V =
∑

j yj ⊗ zj. Then we have

(1⊗ ϕA)(∂βU∩V ) =
∑
j

(
(1⊗ ϕA)((∂yj)⊗ zj + (−1)|yj |yj ⊗ ∂zj)

)
=
∑
j

(
(−1)(|yj |−1)kϕA(zj)∂yj + (−1)|yj |(−1)|yj |kϕA(∂zj)yj

)
=
∑
j

(
(−1)k∂(1⊗ ϕA)(yj ⊗ zj) + (−1)(k+1)(|yj |)−(−1)k(δϕA)(zj)yj

)
= (−1)k∂(1⊗ ϕA)

(∑
j

yj ⊗ zj

)
+ (1⊗ δϕA)

(∑
j

yj ⊗ zj

)

= (−1)k∂(1⊗ ϕA)(βU∩V )− (−1)k(1⊗ δϕA)(βU∩V )

where on the third equality we have the Koszul sign convention for coboundary maps. The

desired identity then follows by multiplying both sides by (−1)k and rearranging terms.
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Now we go around the diagram in part (c) the other way. Let β = βU−L + βU∩V +

βV−K . Then [ϕ] first maps to [(1⊗ ϕ)(β)]. From the zig-zag construction of the connecting

homomorphism ∂ we write (1⊗ ϕ)(β) as the sum of a chain in U and a chain in V

(1⊗ ϕ)(β) = (1⊗ ϕ)(βU−L) + ((1⊗ ϕ)(βU∩V ) + (1⊗ ϕ)(βV−K))

and then we take the boundary of the first term above obtaining [∂(1 ⊗ ϕ)(βU−L)]. To see

this is the same as (−1)k+1[(1⊗ ϕA)(∂βU∩V )] we have the following computation

∂(1⊗ ϕ)(βU−L) = (−1)k(1⊗ ϕ)(∂βU−L) since δϕ = 0

= (−1)k(1⊗ ϕA)(∂βU−L) since (1⊗ ϕB)(∂βU−L) = 0

because ϕB vanishes on chains in B = X − L

= (−1)k+1(1⊗ ϕA)(∂βU∩V )

The last equality follows from the equation ∂βU−L = ∂β− ∂βU∩V − ∂βV−K = −∂βU∩V −

∂βV−K and because ϕA vanishes on chains in A = X −K.
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Proof of Lemma 7.3.2: Let C denote the category with objects U − L,U ∩ V, V − K and

their intersections and inclusion maps as morphisms. To prove the lemma it suffices to show

d̃(ΓK∪L) is in the image of

κ : lim−→
W∈C

(IpSν∗ (W ))t ⊗F [π] I
qSν∗ (W,W −K ∪ L)→ (IpSν∗ (X))t ⊗F [π] I

qSν∗ (X,X −K ∪ L)

Let Y ⊂ X ×X denote the subspace

((U − L)× (U − L)) ∪ ((U ∩ V )× (U ∩ V )) ∪ ((V −K)× (V −K))

and notice that d(X − (K ∪ L)) ⊂ Y − (X × (K ∪ L)).

H∗(F
τπ ⊗F [π] I

0Sν∗ (X,X −K ∪ L))
1⊗ d

- H∗(F
τπ ⊗F [π] I

Qp,qSν×ν∗ (X ×X,X × (X −K ∪ L))) �
∼=

H∗((I
pSν∗ (X))t ⊗F [π] I

qSν∗ (X,X − (K ∪ L)))

H∗(F
τπ ⊗F [π] I

Qp,qSν×ν∗ (Y, Y − (X × (K ∪ L))))

6

1⊗ d

-

H∗( lim−→
W∈C

F τπ ⊗F [π] I
Qp,qSν×ν∗ (W ×W,W × (W −K ∪ L)))

λ

6

�
µ
H∗( lim−→

W∈C
(IpSν∗ (W ))t ⊗F [π] I

qSν∗ (W,W −K ∪ L))

κ

6

Notice d̃(ΓK∪L) is the image of ΓK∪L going across the top row. The map λ is an isomor-

phism by Corollary 6.1.4 and by the fact that F τπ⊗F [π] preserves chain homotopy equiva-

lences over F [π]. If we can show that µ is an isomorphism, then this will show d̃(ΓK∪L) is

in the image of κ.
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Let W1,W2,W3 denote U −L,U ∩ V, V −K; respectively. Let C ′ denote the subcategory

of C with objects W1,W2, and W1 ∩ W2. Let C ′′ be the subcategory of C with objects

W1 ∩ W3,W2 ∩ W3, and W1 ∩ W2 ∩ W3. Note that for any functor D from C to chain

complexes we have that

lim−→
W∈C

D(W )

is the pushout of the diagram

lim−→
W∈C′′

D(W ) - D(W3)

lim−→
W∈C′

D(W )
?
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We note that

lim−→
W∈C′

D(W ) and lim−→
W∈C′′

D(W )

are also pushouts of the following respective diagrams

D(W1 ∩W2) - D(W1)

D(W2)
?

and

D(W1 ∩W2 ∩W3) - D(W1 ∩W3)

D(W2 ∩W3)
?
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For any pushout diagram of chain complexes

A - B

C
?

- D
?

we have that if A → B ⊕ C is injective, then there is a short exact sequence 0 → A →

B ⊕ C → D → 0 so there is a Mayer-Vietoris long exact sequence

→ Hi(A)→ Hi(B)⊕Hi(C)→ Hi(D)→ Hi−1(A)→ .

The maps for our push out diagrams will be injective by part (ii) of Theorem 6.1.1

and because C ′′ is a subcategory of C ′. Using this long exact sequence it follows from

Proposition 6.2.12 and the five lemma that

lim−→
W∈C′

F τπ ⊗F [π] I
pSν∗ (W )⊗ IqSν∗ (W,W −K ∪ L) - lim−→

W∈C′
F τπ ⊗F [π] I

Qp,qSν×ν∗ (W ×W,W × (W −K ∪ L))

and

lim−→
W∈C′′

F τπ ⊗F [π] I
pSν∗ (W )⊗ IqSν∗ (W,W −K ∪ L)→ lim−→

W∈C′′
F τπ ⊗F [π] I

Qp,qSν×ν∗ (W ×W,W × (W −K ∪ L))

are quasi-isomorphisms.
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Using the above isomorphisms, and Proposition 6.2.12 once more, we apply the Mayer-

Vietoris sequence to the pushout diagram above for

lim−→
W∈C

D(W )

and the five lemma to see that

lim−→
W∈C

F τπ ⊗F [π] I
pSν∗ (W )⊗ IqSν∗ (W,W −K ∪ L) - lim−→

W∈C
F τπ ⊗F [π] I

Qp,qSν×ν∗ (W ×W,W × (W −K ∪ L))

is a quasi-isomorphism as desired.

7.4 Poincaré duality for finitely branched coefficient systems

For our final subsection we show how our proof of universal Poincaré duality for intersection

homology may be modified to obtain a (non-universal) duality theorem for twisted coefficients

defined using a locally finite unbranched regular cover ν. We begin by defining cohomology

with twisted coefficients.

Definition 7.4.1. Let F be a field. Let X be a stratified pseudomanifold with Xreg con-

nected, ν be a regular cover of Xreg with deck transformation group π, and A be a right

F [π]-module. We recall that if A is a right F [π] module, then we define At to be the left

F [π]-module induced by the τπ-twisted involution. Specifically, for a ∈ A and g ∈ π, we

define g · a := ag.
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We define the intersection cochain complex with twisted coefficients by

IpS̃
∗
ν(X;At) := HomF [π](I

pSν∗ (X;F ), At)

and denote the cohomology by IpH̃
∗
ν (X;At).

We note the proofs of Lemma 6.3.3, Proposition 6.3.4, and Proposition 6.3.5 remain valid

for general intersection cohomology with twisted coefficients.

Next, we extend the cap product to our current setting.

Definition 7.4.2. Let X be a stratified pseudomanifold with Xreg connected and with

perversities p, q, and r such that Dr ≥ Dp + Dq. Let U, V ⊂ X be open, let ν be a

locally finite unbranched oriented regular cover of Xreg, and let F be a ν-good field. Let

α ∈ IqH̃
m
ν (X,U ;At) and x ∈ IrHn(X,U ∪ V ;F τ ). Write d̃(x) =

∑
i yi ⊗ zi where yi ∈

(IpSν∗ (X,U ;F ))
t

and zi ∈ IqSν∗ (X, V ;F ). Then we define

α ∩ x :=
∑
i

(−1)m|yi|α(zi)⊗ yi ∈ IpH̃ν
m−n(X, V ;A)

where α evaluates to 0 for |zi| 6= m. We note that this is actually an element of IpH̃ν
m−n(X, V ;A)

by the natural map A ⊗F [π] I
pSν∗ (X, V ;F ) → IpS̃ν∗ (X, V ;A). Moreover, this is well defined

223



because if gi ∈ π, then
∑

i yi · gi ⊗ g
−1
i zi =

∑
i giyi ⊗ g

−1
i zi and we have

∑
i

(−1)m|yi|α(g−1
i zi)⊗ giyi =

∑
i

(−1)m|yi|g−1
i · α(zi)⊗ giyi

=
∑
i

(−1)m|yi|α(zi)g
−1
i ⊗ giyi

=
∑
i

(−1)m|yi|α(zi)(gi)
−1 ⊗ giyi

=
∑
i

(−1)m|yi|α(zi)⊗ gi−1giyi

=
∑
i

(−1)m|yi|α(zi)⊗ yi

We have analogous results to Proposition 7.1.3, Proposition 7.1.4, and Proposition 7.1.6.

Moreover, we have a cohomology cross product for intersection cohomology with twisted

coefficients in the same special case as well as the analogous result to Proposition 7.1.8.

Next, we define the map which will yield the duality for twisted coefficients. Let K ⊂ X

be compact and let ΓK ∈ IpHn(X,X−K;F τ ) be the twisted fundamental class over K. Let

DK : IpH
i

ν(X,X −K;At)→ Ip H
ν

n−i(X;A) be defined by DK(α) = (−1)inα ∩ ΓK .

As in Section 7.2, we define twisted intersection cohomology with compact supports to

be the direct limit over compact subsets K ⊂ X. That is,

IcpH̃
∗
ν (X;At) := lim

→
IpH̃

∗
ν (X,X −K;At)

and just as in Section 7.2 we may define D : IcpH̃
∗
ν (X;At)→ IpH̃ν

∗ (X;A) by

D := lim
→

DK
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Theorem 7.4.3. Let X be a stratified n-dimensional pseudomanifold with Xreg connected

and let ν be a connected locally finite unbranched oriented regular cover of Xreg with deck

transformation group π. Let F be a ν-good field and A be a right F [π]-module. Then

D : IcpH̃
∗
ν (X;At)→ IqH̃ν

∗ (X;A)

is an isomorphism of F -vector spaces where p and q are dual perversities.

Proof. First assume X is a connected normal pseudomanifold. As in Theorem 7.2.1 we

induct on depth(X) and apply Theorem 2.4.7. If depth(X) = 0, the theorem follows from

manifold theory.

In the case U ⊂ Xreg is homeomorphic to Euclidean space we have that U is evenly

covered by ν so that the theorem in this case also follows from manifold theory.

Next, we need to show that if the theorem holds for a (k − 1)-dimensional connected

normal link L, then it also holds for cL. The proof follows exactly as in Theorem 7.2.1.

We only note that in the case i ≥ k − p({v}), where v is the cone vertex, we have the

commutative diagram

IpH̃
∗
ν (L;At) - IpH̃

∗
ν′(L;At)

IqH̃ν
∗ (L;A)

∩ΓL

?

� IqH̃ν′

∗ (L;A)

∩ΓL

?

where the left cap product uses the algebraic diagonal map involving ν and the right cap

product uses the algebraic diagonal map involving a connected component ν ′ of ν|L. The
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diagram commutes by the corresponding result to Proposition 7.1.4. The top horizontal

map is an isomorphism of F -vector spaces by the analogous result of Lemma 6.3.3 and the

bottom horizontal map is an isomorphism by Lemma 6.2.7. Now ν ′ is a connected unbranched

oriented regular cover of L and because F is a ν-good field it is also a ν ′-good field so that

the right vertical map is an isomorphism by induction on depth. Thus, by commutativity of

the diagram the left vertical map is also an isomorphism of F -vector spaces.

The next step in the proof of Theorem 7.2.1 was to show the theorem holds for open

sets of the form Ri × cL where L is compact (n − i − 1)-dimensional pseudomanifold. As

in Theorem 7.2.1 this case follows by using the cross product for cohomology in this special

case.

Finally, we have the analogous Mayer-Vietoris long exact sequence of Theorem 7.2.1

whose commutativity follows using similar proofs to those in Section 7.3.

The case Xreg is connected, but X is possibly not normal also follows the argument of

Theorem 7.2.1 by appealing to a normalization n : XN → X.

As a last corollary we give a generalization of (11, Theorem 6.3) to include cases the

pseudomanifold is perhaps non-orientable. If F is a field of characteristic 2, then X is F -

orientable and duality in this case follows by (11, Theorem 6.3). The corollary below covers

the cases F is not of characteristic 2.
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Corollary 7.4.4. Let X be a stratified pseudomanifold and let F be a field with charF 6= 2.

Let 0 ≤ p ≤ t be a perversity on X with dual perversity q. Then we have F -vector space

isomorphisms

• D : IcpH̃
∗
o (X;F τ )→ IqH∗(X;F )

• D : IcpH
∗(X;F )→ IqH∗(X;F τ ) = IqH̃o

∗(X;F τ ).

Proof. We will assume X is connected. The proof for the non-connected case follows by

breaking X up into its connected components.

The first isomorphism follows by Theorem 7.4.3 with ν = o, A = F , and because

IqH̃o
∗(X;F ) = IqH∗(X;F ).

The second isomorphism follows also by applying Theorem 7.4.3 with ν = o and A = F τ .

Note that (F τ )t ∼= F as a left F [Z2]-module. This can be seen from the fact that τ = −τ so

that τ · f = f · τ = −fτ = −(−f) = f . Hence, the action by τ under (F τ )t is trivial. If we

can show

IcpH̃
∗
o (X;F ) ∼= IcpH

∗(X;F )

we will be done. Let p : E(o)→ Xreg be the covering map of o. Consider p∗ : HomF (IpS∗(X,X−

K;F ), F ) → HomF [Z2](I
pSo
∗(X,X − K;F ), F ) defined by (p∗α)(x) = α(p∗(x)), where α ∈

HomF (IpS∗(X,X−K;F ), F ) and x ∈ IpSo
∗(X,X−K;F ), F ). To see this is well-defined we

need to show that p∗α ∈ HomF [Z2](I
pSo
∗(X,X −K;F ), F ). To this end, it suffices to show

the map is equivariant over F [Z2]. Observe,
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(p∗α)(τx) = α(p∗(τx))

= α(p∗(x))

= τ · α(p∗(x))

= τ · (p∗α)(x)

where the second equality follows because τ has the deck transformation action and the third

equality follows because α(p∗(x)) ∈ F and F is given the trivial left F [Z2]-module structure.

Thus, p∗ is induces a well-defined map.

We will show p∗ is an isomorphism of cochain complexes. Recall the map Ψ : IpS∗(X,X−

K;F )→ IpSo
∗(X,X−K;F ) from the proof of Proposition 5.2.4 defined by Ψ(x) = 1

2
x̃+ 1

2
τ x̃

where x̃ is a choice of a single lift of each simplex appearing in x (notice the expression

1
2
x̃+ 1

2
τ x̃ is independent of choices of lifts). Define Ψ∗ : HomF [Z2](I

pSo
∗(X,X −K;F ), F )→

HomF (IpS∗(X,X − K;F ), F ) by (Ψ∗β)(z) = β(Ψ(z)), where β ∈ HomF [Z2](I
pSo
∗(X,X −

K;F ), F ) and z ∈ IpS∗(X,X − K;F ). Notice that since β is equivariant over F [Z2] it is

also equivariant over F so the map Ψ∗ is well-defined. Now since pΨ = id we have that

Ψ∗p∗ = id. We next show that p∗Ψ∗ = id as well.
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Let x ∈ IpSo
∗(X,X − K;F ) and α ∈ HomF [Z2](I

pSo
∗(X,X − K;F ), F ) . Let z = p∗x.

Then,

(p∗Ψ∗α)(x) = α(Ψp∗x)

= α(Ψz)

= α(
1

2
z̃ +

1

2
τ z̃)

= α(
1

2
x+

1

2
τx)

=
1

2
α(x) +

1

2
α(τx)

=
1

2
α(x) +

1

2
τα(x)

=
1

2
α(x) +

1

2
α(x)

= α(x).

The third equality is because z is clearly a lift of p∗x so that we must have 1
2
x+ 1

2
τx = 1

2
z̃+ 1

2
τ z̃

since z̃ is also a lift of p∗x. The second to last equality follows since the action by F [Z2]

is trivial. Thus, p∗ is an isomorphism with inverse given by Ψ∗. Passage to the direct

limit over compact subsets K ⊂ X then gives an isomorphism of cohomology with compact

supports.
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ABSTRACT

UNIVERSAL POINCARÉ DUALITY FOR THE INTERSECTION HOMOLOGY OF
BRANCHED AND PARTIAL COVERINGS OF A PSEUDOMANIFOLD

by Kyle M Matthews, Ph.D., 2016
Department of Mathematics
Texas Christian University

Greg Friedman, Associate Professor of Mathematics

The work of Friedman and McClure shows that intersection homology satisfies a version of

universal Poincaré duality for orientable pseudomanifolds. We extend their results to include

regular covers defined solely over the regular strata. Our approach allows us to also prove a

universal duality result for possibly non-orientable pseudomanifolds. We also show that for a

special class of coefficient systems, which includes fields twisted by the orientation character,

there is a non-universal Poincaré duality via cap products for intersection homology with

twisted coefficients.
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