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Chapter 1

Introduction

1.1 Background

Cancer is a leading cause of death. This places a heavy burden on the health care system due to the chronic nature of the disease and the side effects caused by many of the treatments (1, 2, 3). Much research effort is spent improving the efficiency of current treatments (4) and on developing new treatment modalities (5, 6, 7, 8, 9). Diagnosis and treatment of cancer can be medically and technically complex (10). As cancer treatment becomes more personalized, mathematical models help to predict the time course of the tumor and optimize treatment regimens (11, 12).

There are two important quantities that characterize the effect of the drug: the maximum possible effect of a drug ($\varepsilon_{\text{max}}$), and the drug concentration where the effect diminishes by half (IC$_{50}$). This work is intended to characterize the efficiency of anticancer drug treatments and develop a better way to measure $\varepsilon_{\text{max}}$ and IC$_{50}$ before treating patients to get the most effective therapeutic treatment for patients. This is an
important and useful goal because one day it could be used on patients in hospitals to improve the way IC\textsubscript{50} and ε\textsubscript{max} is measured when determining the amount of drugs to give cancer patients for the most effective treatment. If it is possible to predict the best dose of medicine for multiple lines of cells and predict the growth curve of the number of cells, then this research can be used to better understand tumors in cancer patients and to optimize personalized chemotherapy drug doses.

1.2 Cancer

Cancer is a disease that is characterized by the uncontrolled division of abnormal cells due to an abnormality in the growth control gene (13 14). Non-cancerous cells only create more cells when they are needed by the body (15). These cells die after dividing a certain number of times and then get replaced with new cells. Cells are normally equipped with safeguards that keep the cells from having flawed copies of the cell or creating an excessive number of duplicate cells (15). These safeguards are lacking in cancer cells.

The abnormal cells are able to invade and metastasize in the body, while normal cells do not cause tissue invasion (16 14). Ninety percent of cancer-related deaths are caused by metastasis. During metastasis, cancer cells relocate from the initial tumor to organs in other parts of the body first. The cells then start to form tumors in the organ to which the cells migrated (17).
1.3 Cancer Treatment Efficacy

Unfortunately, the measured IC<sub>50</sub>, as well as measured ε<sub>max</sub>, depend on the exact day that is chosen to make the measurement [18]. The current method to find drug effect uses dose-response curves. Dose-response curves are created by counting cells in a lab. When counting cells in a lab cancerous cells are placed in 12-well plates and the number of cells is counted from a different well each day to understand how fast the cells grow. 12-well plates only have cancerous cells in each well because only one type of cells are put in the plate so we are able to assume that all of the cells that are counted are cancerous cells. A chosen concentration of drug is placed in each of the 12-well plates with the cells. On day zero the cells in each of the 12-well plates are treated with the chosen concentration of drug. The number of cells is counted each day. These measurements are used to determine the relative drug effect. The cell counts in the presence of different doses of drugs are used to generate the dose-response curve. Figure 1.1 (left) shows an
example of what experimental growth of cells would look like if the number of cells is
counted every day for fourteen days when cells are treated with 0, 0.01, 0.1, 1, 10, and
100nM of drug. This data was computationally simulated. The black dots in the figure
are mostly hidden behind the red dots because treating the cells with 0.01 nM of drug
minimally reduces the number of cells. This data is used to create the dose-response
curves that are used to measure IC$_{50}$ and $\varepsilon_{\text{max}}$. The dose-response curves are sigmoidal
shaped and are used to extract the time-dependent parameters, IC$_{50}$ and $\varepsilon_{\text{max}}$. The shape
of the dose-response curve changes depending on what day the values are measured. This
can be seen in Figure 1.1 (right). The drug effect for day 4 shows a smaller relative drug
effect than for day 10. The time point that is chosen to take the measurement for the
volume of the tumor affects the value that will be measured for the effectiveness of the
drug. This inaccuracy leads to a time-dependent bias. Two possible reasons for this error
are due to the initial exponential growth and drug effect stabilization delays (19).

1.4 Mathematical Models

Mathematical models are used in a number of ways to help understand and treat can-
cer. Models are used to understand how cancer develops (20) and grows (21 22 23 24).
They are used to optimize (25 26) or even personalize (27 28 12) current treatment reg-
imens; predict the efficacy of new treatments (29) or combinations of different therapies
(30 31 32); and give insight into the development of resistance to treatment (33 34).
While models have great potential to improve development and implementation of cancer
treatment, they will only realize this potential if they provide accurate predictions.
The basis of any mathematical model used to study treatment of cancer is a model of tumor growth. This paper focuses on ordinary differential equation (ODE) models of tumor growth. A number of ODE models have been proposed to represent tumor growth \((35, 36)\) and are regularly used to make predictions about the efficacy of cancer treatments \((37)\). Unfortunately, choice of a growth model is often driven by ease of mathematical analysis rather than whether it provides the best model for growth of a tumor \((35)\).

Some researchers have attempted to find the “best” ODE growth model by fitting various models to a small number of experimental data sets of tumor growth \((38, 39, 40, 41)\). Taken altogether, the results are rather inconclusive, with results suggesting that choice of growth model depends at least in part on the type of tumor \((39, 40)\). This leaves modelers with little guidance in choosing a tumor growth model.

Early studies of tumor growth were concerned with finding equations to describe the growth of cancer cells \((21, 22, 23, 24)\) and many of the models examined here were proposed at that time. The models predict the growth of a tumor by describing the change in tumor volume, \(V\), over time. The model equations used in this analysis and the models are described below. The parameters \(a\), \(b\), and \(c\) can be adjusted to describe a particular data set.
Figure 1.2: These graphs show the shape of the seven models that will be used. The exponential, Mendelsohn, linear, and surface model are biologically unrealistic. These models work well for the initial growth, but the growth should level off to account for cells running out of space and nutrients. The logistic, Bertalanffy, and Gompertz models are more biologically realistic models that predict early growth and late growth suppression.
Exponential:

\[
\frac{dV}{dt} = aV(t)
\]  
(1.1)

In the early stages of tumor growth, cells divide regularly, creating two daughter cells each time. A natural description of the early stages of cancer growth is thus the exponential model \(^{(42)}\), where growth is proportional to the population. The proportionality constant \(a\) is the growth rate of the tumor. The exponential model predicts the perfect scenario when cell growth continuously doubles due to cells not having any constraints. But, in the body cells are limited to the amount of resources that are available because cells are limited to the amount of oxygen, nutrients and space that is available to the cancer cells \(^{(43)}\). This model was often used in early analysis of tumor growth curves \(^{(21, 22, 23, 24)}\) and appears to work quite well at predicting early growth. It is known to fail, however, at later stages when angiogenesis and nutrient depletion begin to play a role \(^{(35, 40)}\).

Mendelsohn: A generalization of the exponential growth model was introduced by Mendelsohn \(^{(44)}\). Similar to the exponential model, the proportionality constant \(a\) is the growth rate of the tumor. In this model, growth is proportional to some power, \(b\), of the population. This model reduces to an exponential equation when \(b\) equals 1 \(^{(43)}\).

\[
\frac{dV}{dt} = aV(t)^b
\]  
(1.2)

Logistic: The logistic (or Pearl-Verhulst) equation was created by Pierre Francois Verhulst in 1838 \(^{(45)}\). This model describes the growth of a population that is limited by
a carrying capacity of $b$. When using this model to describe tumor growth, the carrying capacity describes the amount of space and nutrients that is available for the tumor. Biologically, this means that a tumor will stop growing when it runs out of space in an organ or the tumor runs out of oxygen or other nutrients to enable the cells to divide.

$$\frac{dV}{dt} = aV(t)(1 - \frac{V(t)}{b})$$  \hspace{1cm} (1.3)

The logistic equation can explain the decrease in tumor growth and the mass of the tumor reaches an asymptote, by assuming that the growth rate ($a$) decreases linearly with the size until it equal to zero at the carrying capacity ($b$), with the model being symmetric.

**Linear:** The linear model assumes initial exponential growth that changes to growth that is constant over time. The volume of a tumor grows linearly. This means that the radius grows at a rate of $t^{\frac{1}{3}}$ and the linear model assumes that growth is constant.

$$\frac{dV}{dt} = \frac{aV(t)}{(V(t) + b)}$$  \hspace{1cm} (1.4)

The model was used to model growth of bacterial colonies in a culture, so we thought it would be a good model to show the growth of tumors in a dish because you are measuring the area of the tumor instead of the volume. This model might not work for spherical tumors because for spherical tumors the volume is measured instead of the area. In our formulation of the model, the initial exponential growth rate is given by $a/b$ and the later constant growth is $a$. The model was used in early research to analyze growth of cancer cell colonies (24).
**Surface:** The surface model assumes only a thin layer of cells at the surface of the tumor are dividing while the cells inside the solid tumors do not reproduce; they are mitotically inactive (46). Our formulation again assumes exponential growth \((a)\) at early times with the surface growth \((a/b^{1/3})\) taking over at longer times. The model assumes that surface growth occurs at an exponential rate, where the denominator takes into account that the tumor is spherical in shape.

\[
\frac{dV}{dt} = \frac{aV(t)}{(V(t) + b)^{\frac{1}{3}}} \tag{1.5}
\]

This model cannot account for the long-term growth of cancer cells because there is a reduction in growth rate and then blood vessels are formed during the process of vascularization (35).

**Bertalanffy:** The Bertalanffy equation was created by Ludwig Bertalanffy as a model for organism growth (47). This model assumes that growth occurs proportional to surface area, but that there is also a decrease of tumor volume due to cell death. The growth of the tumor occurs at a rate of \(aV(t)^{\frac{2}{3}}\). The decrease of tumor volume due to cell death occurs in proportion to the volume of the tumor with constant \(b\). This cell death occurs at an exponential rate.

\[
\frac{dV}{dt} = aV(t)^{\frac{2}{3}} - bV(t) \tag{1.6}
\]

The curve is sigmoid in shape. It both matches the curves of experimental tumor growth and the derivation meets the biologically meaningful parameters. This model was shown to provide the best description of human tumor growth (38).
**Gompertz:** Benjamin Gompertz originally created the Gompertz model in 1825 in order to explain human mortality curves (48). The cells in a tumor are not all dividing but the cells that divide, are dividing at a rate that is similar to the early stages. The decaying growth rate is based on how all of the cancer cells in the tumor are growing and assumes an exponential decaying growth rate. The growth rate equals zero when \( \frac{b}{(V(t)+c)} = 1 \) because \( \ln 1 = 0 \) (35). This term describes the decaying growth rate.

\[
\frac{dV}{dt} = aV(t) \ln \left( \frac{b}{V(t) + c} \right)
\] (1.7)

The model is a generalization of the logistic model with a sigmoidal curve that is asymmetrical with the point of inflection. The curve was eventually applied to model growth in size of entire organisms (49) and more recently, was shown to provide the best fits for breast and lung cancer growth (40). This model is the most applied model when describing tumor growth curves because it predicts the behavior of the tumor most accurately and over longer periods of time and fits how the plots are close to being straight lines (35).

1.5 **Questions to Answer**

1. How does model choice affect the predicted IC\(_{50}\) and \(\varepsilon_{\text{max}}\)?

Many researchers realize that improper choice of growth model is problematic (35) and can lead to differences in predictions of treatment outcomes (36, 37). One study compared and quantified differences in predictions of the various models and how these differences affect predictions of tumor growth (50). In this paper, we present results of
analysis of the various ODE growth models highlighting their predictions of tumor growth in the presence of chemotherapy, focusing on estimates of IC$_{50}$ and $\varepsilon_{\text{max}}$ produced by the different models.

2. Can a better way to measure IC$_{50}$ and $\varepsilon_{\text{max}}$ be found using mathematical modeling?

In order to determine correct dosage of chemotherapy drugs, the effect of the drug must be properly quantified. There are two important quantities that characterize the effect of the drug: $\varepsilon_{\text{max}}$ is the maximum possible effect of a drug, and IC$_{50}$ is the drug concentration where the effect diminishes by half. The drug effect curves depend on measurement time, so the estimated IC$_{50}$ and $\varepsilon_{\text{max}}$ also depend on measurement time. The objective of my research is to use mathematical modeling to test a new method for measuring $\varepsilon_{\text{max}}$ and IC$_{50}$ that gives estimates independent of measurement time.
Chapter 2

Modeling of Drug Treatment Assays

2.1 Introduction

Early studies of tumor growth were concerned with finding equations to describe the growth of cancer cells \([21, 22, 23, 24]\) and many of the models examined here were proposed at that time. The seven models used are exponential, Mendelsohn, logistic, linear, surface, Bertalanffy, and Gompertz. Four of the models (exponential, Mendelsohn, linear, and surface) predict indefinite growth of the tumor, but the remaining three models predict finite tumor sizes. The seven models will be used in this chapter to describe how choice of model affects the predicted \(IC_{50}\) and \(\varepsilon_{\text{max}}\) values.

2.2 Methods

To get a comprehensive analysis, seven ODE models will be used. The models predict the growth of a tumor by describing the change in tumor volume, \(V\), over time. Parameters
a, b, and c can be adjusted to describe a particular data set. We describe the analysis of the logistic model in detail as an example to guide the reader through the analysis.

The models are simulated using the parameter values from Fig. 3 in (50), presented in Table 2.1. The parameter values were estimated using data from Worschech et al. (51) of a GI-101A xenograft in nude mice (Figure 1A of (51), control data). The GI-101A xenograft is implanted under the skin of the nude mouse causing the tumor to grow directly under the skin. This allows researchers to see the tumor grow and differentiate between what is the tumor and what is normal tissue in the mouse. When measuring the volume of the tumor a caliper would have been used. To measure the width of tumor the jaws on the caliper would have been lightly closed onto the tumor to make an accurate measurement. This would have been used to measure the size of the tumor in order to determine the volume of the tumor. The tumor is not perfectly circular so the measured volume will not be totally accurate, leading to some error in the measurements. The caliper has an error of 0.05 mm. The data was extracted using WebPlotDigitizer, an online data extraction tool. Fitting was performed by minimizing the sum of squared residuals (SSR),

\[ 
SSR = \sum_i (x_i - m_i)^2, \tag{2.1} 
\]

where \( x_i \) are the experimental data points, and \( m_i \) are the predicted model values at the same times. The lowest SSR was found using the Python Scipy `fmin_tnc` function, which uses a truncated Newton algorithm. The best fit was be determined by minimizing the SSR and the best model was determined by AIC\(_C\).
### Table 2.1: Parameters for the seven ODE models. The parameter values are from Fig. 3 in (50).

<table>
<thead>
<tr>
<th>Model</th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>0.0246/d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mendelsohn</td>
<td>0.105/d</td>
<td>0.785</td>
<td></td>
</tr>
<tr>
<td>Logistic</td>
<td>0.0295/d</td>
<td>6920 mm³</td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>132 mm³/d</td>
<td>4300 mm³</td>
<td></td>
</tr>
<tr>
<td>Surface</td>
<td>0.291 mm/d</td>
<td>708 mm³</td>
<td></td>
</tr>
<tr>
<td>Gompertz</td>
<td>0.0919/d</td>
<td>15500 mm³</td>
<td>10700 mm³</td>
</tr>
<tr>
<td>Bertalanffy</td>
<td>0.306 mm/d</td>
<td>0.0119/d</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2.2: The 95 percent confidence intervals for the parameters for the seven ODE models. The parameter values are from Fig. 3 in (50).

<table>
<thead>
<tr>
<th>Model</th>
<th>25th</th>
<th>95th</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>0.00828/d</td>
<td>0.0254/d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mendelsohn</td>
<td>0.0266/d</td>
<td>0.715</td>
<td>0.969</td>
<td></td>
</tr>
<tr>
<td>Logistic</td>
<td>0.0136/d</td>
<td>325 mm³</td>
<td>85,368 mm³</td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>33.4 mm³/d</td>
<td>14.9 mm³</td>
<td>28,896 mm³</td>
<td></td>
</tr>
<tr>
<td>Surface</td>
<td>0.0757 mm/d</td>
<td>23.6 mm³</td>
<td>20,100 mm³</td>
<td></td>
</tr>
<tr>
<td>Gompertz</td>
<td>0.0144/d</td>
<td>2,320 mm³</td>
<td>27.7 mm³</td>
<td>4,419,056,146 mm³</td>
</tr>
<tr>
<td>Bertalanffy</td>
<td>0.167 mm/d</td>
<td>0.00066/d</td>
<td>0.0447/d</td>
<td></td>
</tr>
</tbody>
</table>

Estimated error was completed using the percentile bootstrap method for parameters $a$ and $b$. Fit residuals were sampled with replacement to create 1,000 bootstrap replicates of the data sets. Then a 95% confidence interval was estimated using these data sets. A 95% confidence interval means that after putting the data set in numerical order and we want to look at the 25th and the 975th values. The values were sorted using the sort function in Excel. The confidence interval values can be found in Table 2.2.
2.2.1 Implementing Drug Effect

We examined how predictions differed when chemotherapy was added to the models. This is particularly important since growth models are often used as a basis for predicting the efficacy of cancer therapies.

To understand how the drug affects the growth of tumor cells, we use the drug efficacy, $\epsilon$. $\epsilon$ is given by

$$\epsilon = \frac{\epsilon_{\text{max}}D}{D + IC_{50}}, \quad (2.2)$$

where $D$ is the drug concentration, $\epsilon_{\text{max}}$ is the maximum possible effect of a drug, and $IC_{50}$ is the drug concentration where the effect diminishes by half. We assume that the drug is given on day one and a constant concentration of drug is applied to the cancerous tumor. $\epsilon$, gives the relative reduction in a particular property where $\epsilon = 0$ means that there is no effect and $\epsilon = 1$ means 100% reduction. If we assume that the drug decreases growth rate, we multiply $a$ by $(1 - \epsilon)$ to represent the effect of the drug in the model. If we assume that the drug decreases the carrying capacity, we multiply $b$ by $(1 - \epsilon)$ to represent the effect of the drug in the model. For simulations, we assume that both $\epsilon_{\text{max}}$ and $IC_{50}$ are 1. For $\epsilon_{\text{max}}$, this means we assume that we have a perfectly effective drug. For $IC_{50}$, this assumption is equivalent to expressing drug concentrations relative to $IC_{50}$. 
2.2.2 Relative Drug Effect

Relative drug effect is defined as

$$R = 1 - \frac{V_{\text{drug}}}{V_{\text{no drug}}}$$

(2.3)

where $V_{\text{drug}}$ is the volume of the tumor remaining after drugs are applied to the cells and $V_{\text{no drug}}$ is the volume of the tumor when no drugs are applied to the cells.

To determine how $IC_{50}$ and $\varepsilon_{\text{max}}$ vary with measurement time, we look at the relative drug effect vs. $\log(D)$ measured on a particular day and find $\varepsilon_{\text{max}}$ and $IC_{50}$ for the drug effect curve on that day. The curves are all sigmoids, but clearly have different $IC_{50}$ and $\varepsilon_{\text{max}}$. Curve fitting was used to solve for $\varepsilon_{\text{max}}$ and $IC_{50}$. The best fit was determined by minimizing the SSR using the Python Scipy \textit{curve_fit} function, which fits a sigmoid function to the data.

2.3 Results

2.3.1 Determining time-dependence of $IC_{50}$ and $\varepsilon_{\text{max}}$

We use the logistic model to show how the time-dependence of $IC_{50}$ and $\varepsilon_{\text{max}}$ is calculated. Figure 2.1 shows the volume of the tumor as a function of time for several values of drug efficacy using the logistic model. The left graph models a drug that reduces growth rate while the right graph models a drug that reduces carrying capacity.

Experimentally, drug effect is measured as a function of the dose, so rather than plotting the number of cells as a function of efficacy, we look at the relative drug effect as
Figure 2.1: Reduce growth rate (left) and reduce maximum number of cells (right). Plotting Tumor Volume vs. Time where $\epsilon$ varies between 0 and 1.

<table>
<thead>
<tr>
<th>Days</th>
<th>$\varepsilon_{\text{max}}$</th>
<th>$\text{IC}_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 10</td>
<td>0.247</td>
<td>0.873 nM</td>
</tr>
<tr>
<td>Day 15</td>
<td>0.346</td>
<td>0.817 nM</td>
</tr>
<tr>
<td>Day 20</td>
<td>0.431</td>
<td>0.767 nM</td>
</tr>
<tr>
<td>Day 25</td>
<td>0.504</td>
<td>0.720 nM</td>
</tr>
</tbody>
</table>

Figure 2.2: Logistic model, reduce a (left) and reduce b (right). Plotting $\log(D)$. $\varepsilon_{\text{max}}$ and $\text{IC}_{50}$ estimates for each measurement day are given in the table below the graph.

<table>
<thead>
<tr>
<th>Days</th>
<th>$\varepsilon_{\text{max}}$</th>
<th>$\text{IC}_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 10</td>
<td>1.038</td>
<td>5.722 nM</td>
</tr>
<tr>
<td>Day 15</td>
<td>1.034</td>
<td>3.765 nM</td>
</tr>
<tr>
<td>Day 20</td>
<td>1.032</td>
<td>2.848 nM</td>
</tr>
<tr>
<td>Day 25</td>
<td>1.030</td>
<td>2.477 nM</td>
</tr>
</tbody>
</table>
Figure 2.3: Reduce growth rate (left) and reduce maximum number of cells (right). Plotting Number of Cells on Day 10 vs. $\epsilon$.

A function of the drug dose. We show several of these dose-response curves in Figure 2.2 for several measurement times. We see from Figure 2.2 (left) that $\varepsilon_{\text{max}}$ and IC$_{50}$ increase with increasing measurement time when the drug effect is applied to the growth rate. This is a problem because the day that is chosen to measure $\varepsilon_{\text{max}}$ and IC$_{50}$ causes there to be a different recommended dose for a patient. The table included in Figure 2.2 shows $\varepsilon_{\text{max}}$ and IC$_{50}$ calculated for drugs having an effect on growth rate. The table included in Figure 2.2 (right) shows $\varepsilon_{\text{max}}$ and IC$_{50}$ calculated for drugs having an effect on carrying capacity.

The largest difference between the relative drug effect on the growth rate and the relative drug effect on the carrying capacity is that $\varepsilon_{\text{max}}$ increases with measurement time for a drug reduces growth rate but $\varepsilon_{\text{max}}$ stays constant with measurement time for a drug that reduces carrying capacity. For both drugs depicted in Figure 2.2 IC$_{50}$ decreases with time. We can get a more complete picture of the measurement time dependence of
both IC$_{50}$ and $\varepsilon_{\text{max}}$ by repeating the above procedure over a range of measurement times. We measured the relative drug effect over 50 days, using a time-step of 1 day.

When drugs are characterized in the lab, the reduction in tumor cells is measured on a particular day. For example, Figure 2.3 shows the number of cells on day 10 versus $\varepsilon$ for the logistic model. Figure 2.3 (left) shows a negative linear relationship between the number of cells and $\varepsilon$ when $(1 - \varepsilon)$ is applied to the growth rate. This graph starts with about 300 cells when $\varepsilon$ is 0 and decreases to 228 cells when $\varepsilon$ is equal to 1 because this is the initial number of cells. In Figure 2.3 (right), $(1 - \varepsilon)$ is applied to the carrying capacity, causing there to be a gradual decrease in the number of cells until around $\varepsilon = 0.9$ when the number of cells drastically drops. The number of cells when $\varepsilon$ is equal to 1 is much smaller for Figure 2.3 (right), where the number of cells is about 140 cells. We see that drugs with different mechanisms result in different responses as the dose is increased.

Figure 2.4 shows $\varepsilon_{\text{max}}$ vs. days in order to show how the measured $\varepsilon_{\text{max}}$ value is dependent on the day that the measurement is taken. In the top left figure, a drug acts on the growth rate ($a$) for the exponential, Mendelsohn, logistic, and Gompertz models. In this figure we see that $\varepsilon_{\text{max}}$ increases. In the center figure in Figure 2.4, there is little change to $\varepsilon_{\text{max}}$ when a drug acts on $b$ in the logistic model with the largest decrease happening during the first 10 days.

Figure 2.4 shows that the curve steadily increases with a maximum value of 0.9 when the drug acts on $a$ for the logistic, exponential, Mendelsohn, linear, surface, Bertalanffy, and Gompertz model. The curve also steadily increases when the drug acts on $b$ for the Mendelsohn, linear, and surface model. In Figure 2.4 we see that the curve increases rapidly and then levels off at approximately 1 around day 10 when the drug acts on
either $b$ or $c$ for the Gompertz model in the center figure. Figure 2.4 shows that the curve decreases when the drug acts on $b$ for the logistic and the Bertalanffy model where the $\varepsilon_{\text{max}}$ values are all above 1.02 and are as high as 1.16. The correct value of $\varepsilon_{\text{max}}$ in this case is 1, so we would hope that the measurement procedure returns this value of $\varepsilon_{\text{max}}$. Figure 2.4 shows that the current experimental measurement technique almost never returns the correct value of $\varepsilon_{\text{max}}$. The only exception is the Gompertz model.

Figure 2.5 shows drastic differences in IC$_{50}$ values when measurements are taken on different days. The center panel in Figure 2.5 predicts that IC$_{50}$ drastically decreases during the first 10 days for a drug that reduces the carrying capacity ($b$) in the logistic
model with $IC_{50}$ values ranging from 0 to 40. The curve looks similar when the drug acts on $b$ for the Bertalanffy model where the range of $IC_{50}$ values is from 0 to 80. The center figure in Figure 2.5 predict that $IC_{50}$ drastically decreases from 3 during the first 10 days for a drug that reduces $b$ or $c$ in the Gompertz model and drops down to about 0 by day 30. All of the other graphs in Figure 2.5 decrease steadily and estimate that $IC_{50}$ is less than 1. The smallest values are predicted for the drug reducing $b$ for the Mendelsohn and the linear model where the maximum values are 0.052 and 0.20 respectively. Simulations of the current experimental measurement technique do not return the expected value of $IC_{50}$ for any measurement day, no matter which model is assumed.
2.3.2 Sensitivity Analysis

In order to assess how our results depend on model parameters, we did a sensitivity analysis by varying model parameters and re-running the simulations. Fig. 3 in (50), shows the best fits of all seven ODE tumor growth models to the data from Worschech et al. (51), while Fig. 1 in (50) shows the best fits of the ODE tumor growth models to the first half of the data from Worschech et al. (51). The parameter estimates varied between the two figures causing the need to complete a sensitivity analysis. The range that was chosen to complete the sensitivity analysis for each parameter was the range between the parameter estimates in Fig. 1 and Fig. 3 in (51).

Figures 2.6, 2.7, and 2.8 show the sensitivity analysis for the parameters in the models to show how choice of initial conditions changes the predicted $\varepsilon_{\text{max}}$ and IC$_{50}$ values. Due to the large number of graphs created to have a complete sensitivity analysis for all seven models, only some of the graphs are shown in this section. The remaining graphs are located in Figures A.10, A.11, A.12, and A.13.

Figures 2.6, 2.7, and 2.8 show each type of variation for the $\varepsilon_{\text{max}}$ and IC$_{50}$ values over time. Some of the graphs have very small differences in the variation caused by changing the initial parameter predictions and other graphs have large variations in the $\varepsilon_{\text{max}}$ and IC$_{50}$ values.

As seen in Figure 2.6, the smallest variation caused by changing initial parameter predictions occurred in the center graph and the bottom left graph when initial parameter $a$ predictions are increased. Minimal variations can be seen in Figure 2.6 for the top left and the top right graphs, but in these graphs it can be seen that increasing initial
Figure 2.6: Sensitivity analysis for $\varepsilon_{\text{max}}$ as a function of the measurement time, where the parameters for $a$, $b$, or $c$ are varied.

Predictions for parameter $a$ have the opposite effect. There is also minimal variation in the top middle, middle left, and bottom right graphs with the most variation occurring at the inflection point. The graphs with the most variation in Figure 2.6 are the middle right and the bottom middle graph, where the curves predicted for IC$_{50}$ values range from a parabolic shape to a line.

In Figure 2.7 the smallest variation can be seen in the center graph and the bottom left graph when initial parameter $a$ predictions are increased. Minimal variations can also be seen in Figure 2.8 for the top middle and the top right graphs where the most variation occurs at the inflection point when the initial parameter for $a$ is varied. The
Figure 2.7: Sensitivity analysis for IC$_{50}$ as a function of measurement time, where the parameters for $a$, $b$, or $c$ are varied.

The graphs with the most variation in Figure 2.7 are the middle left, the middle right, the bottom middle, and the bottom right graphs. It can be seen that the middle left and the middle right graphs have large differences in the predicted IC$_{50}$ values, but minimal changes in the slope of the IC$_{50}$ curves. For the bottom middle and the bottom right graphs in Figure 2.7 the curves predicted for IC$_{50}$ values range from a parabolic shape to a line.

As seen in Figure 2.8, we found that the growth rate parameters caused the largest differences in the IC$_{50}$ curves. The predicted curves for IC$_{50}$ are parabolic for the highest growth rate values and become more linear as the growth parameters decreases for the
Figure 2.8: Sensitivity analysis for IC$_{50}$ as a function of measurement time, where the growth rate parameters are varied. The graphs included in this figure show the largest variation due to changes in parameters.

The opposite effect happens for the linear graphs that are presented in the bottom row of Figure 2.8.

2.4 Summary

The seven ODE models that we used predicted tumor growth by describing the change in tumor volume, $V$, over time. We examined how predictions differed when chemotherapy was added to the models to predict the efficacy of cancer therapies. We determined how IC$_{50}$ and $\varepsilon_{\text{max}}$ vary with measurement time by looking at the relative drug effect vs. log($D$) measured on a particular day and finding $\varepsilon_{\text{max}}$ and IC$_{50}$ for the drug effect curve on that day. When drugs are characterized in the lab, the reduction in tumor cells is
measured on a particular day. We can got a complete picture of the measurement time
dependence of both IC₅₀ and ε_max by measuring over 50 days using mathematical models.
Lastly, we assessed how our results depend on model parameters by doing a sensitivity
analysis. We varied model parameters and found that some of the graphs had very small
differences in the variation caused by changing the initial parameter predictions and other
graphs had large variations in the ε_max and IC₅₀ values. Our study indicates that the
current technique for measuring IC₅₀ and ε_max does not return the correct values of IC₅₀
and ε_max. In fact, the measured values of IC₅₀ and ε_max are strongly dependent on the
day on which measurements are made with large deviations from the correct values on
most measurement days.
Chapter 3

Extracting Drug Efficacy Parameters with Model Fitting

3.1 Introduction

$\varepsilon_{\text{max}}$ and IC$_{50}$ are important values to determine how much chemotherapy drugs are needed to treat a patient. However, when making experimental measurements $\varepsilon_{\text{max}}$ is often not measured, meaning that IC$_{50}$ is the value that is used to determine the dose of drug that patients should be given. When determining the values for $\varepsilon_{\text{max}}$ and IC$_{50}$ curves are generated that show the measured tumor volume on a certain day versus the drug dose (52). As seen in the previous chapter, the way IC$_{50}$ and $\varepsilon_{\text{max}}$ are currently measured is a problem because they depend on what day the values are measured (18). It is important to be able to determine IC$_{50}$ and $\varepsilon_{\text{max}}$ values that do not depend on the day that the values are measured to find more suitable doses when patients are being treated.
The objective of this chapter is to develop and test a method for estimating the drug efficacy parameters from tumor growth data. The essential role of this research is the development of a new modeling framework that will allow prediction of crucial treatment parameters that can be used to optimize therapeutic doses for more effective and safer cancer treatment. This work will make it possible to get a more complex understanding of the efficacy of a drug by estimating IC\textsubscript{50} and $\varepsilon_{\text{max}}$ values and providing time-independent values for these parameters.

### 3.1.1 Breast Cancer

The data used in this chapter to test our new method is from breast cancer. Breast cancer is one of the four major types of cancer, accounting for roughly 40 percent of cancer cases across the world. The four major types of cancer cause approximately 2.7 million deaths and at least 5 million people are diagnosed each year with one of these cancers \(^{53}\). Breast cancer accounts for 12\% of all cancers diagnosed worldwide each year for women and is the second most common cause of death from cancer for women. There is a 90\% overall 5-year rate of survival for breast cancer with variations based on the stage of the disease \(^{54}\).

The risk of having breast cancer increases if you have a family or personal history of breast cancer and inherit mutations in the BRCA1 and BRCA2 genes, which are genes that make someone susceptible to breast cancer \(^{54}\). Treatment for breast cancer usually consists of surgery, and may be proceeded by chemotherapy, radiation therapy, or targeted therapy \(^{54}\).
3.2 Methods

Data from [55] for 0 nM, 200 nM, 500 nM, and 1000 nM of doxorubicin in MCF-7 cells was extracted using WebPlotDigitizer, an online data extraction tool. MCF-7 cells are breast cancer cells. For an experiment like this MCF-7 cells would have been placed in a plate with multiple wells along with medium in order to give the cells the nutrients needed to grow. The cells in the wells would have been treated on day one of the experiment. Each day the number of cells would have been counted by counting from a different well each day. Each well starts out with approximately the same number of cells and the cells are from the same culture dish so we can assume that the cells grow at approximately the same rate. The largest error when counting cells comes from cells in the wells growing at different rates. At the end of the experiment it is possible for the number of cells to drastically decrease due to the cells running out of room in the well or not having enough medium to get nutrients from.

Fitting was performed by minimizing the sum of squared residuals (SSR),

$$SSR = \sum_i (x_i - m_i)^2,$$

where $x_i$ are the experimental data points, and $m_i$ are the predicted model values at the same times. The lowest SSR was found using the Python Scipy `fmin_tnc` function, which uses a truncated Newton algorithm. A truncated Newton algorithm is used when there are multiple independent variables to optimize a non-linear function. The parameters of the function are determined by an iterative optimization algorithm that is applied repeatedly to approximately solve the equations. Initially an estimation of the parameter
values is given to the solver and then the inner solver updates the parameters of the function. A set number of repetitions is given to the algorithm to determine when the solver will be complete. The best approximation needs to be determined after a set number of repetitions. Bootstrapping using 1000 surrogate data sets was performed to estimate the error in the parameter values.

Cellular growth data is fit for each cell line in order to find the best fit. The control data is fit at the same time as cells in the presence of three different concentrations of drugs when the best parameter fit is being determined. The SSR is being used in order to determine the best fit.

The mathematical model that we have chosen to use is a logistic model because it fits the cell growth data the best. When we fit the data using a mathematical model of tumor growth, we examined two assumptions for the effect of doxorubicin: first assuming that doxorubicin reduces growth rate, and second assuming that it reduces the maximum number of cells.

### 3.3 Results

#### 3.3.1 Doxorubicin in MCF-7 Cells

Our method produced IC$_{50}$ estimates similar to estimates derived using current techniques. Figure 3.1 shows the predicted growth curves for MCF-7 cells treated with 0 nM, 200 nM, 500 nM, and 1000 nM of doxorubicin when it is assumed that doxorubicin reduces the growth rate. Our calculations show that the $\varepsilon_{\text{max}}$ for doxorubicin in
Figure 3.1: We assume that the drug reduces the growth rate, which is parameter $a$. The growth of MCF-7 cells treated with 0 nM, 200 nM, 500 nM, and 1000 nM of doxorubicin is shown for data from (55). The 95% confidence interval is shown in the second table for the data sets. Values were sorted using Excel. Then the 25th and the 975th values were selected from the data.
Figure 3.2: We assumed that doxorubicin reduces the maximum number of MCF-7 cells. The data is from [55] for 0 nM, 200 nM, 500 nM, and 1000 nM of doxorubicin in MCF-7 cells. The 95% confidence interval is shown in the second table for the data sets. The 25th and the 975th values were selected from the data after being sorted in Excel.
MCF-7 cells under the assumption of reduced growth rate is 0.500, and the IC\textsubscript{50} is 210 nM. This means that 25% of the cells would die if a breast cancer patient was given 210 nM of doxorubicin.

Figure 3.2 shows the model predictions for cell growth for data from (55) when assuming that doxorubicin reduces the maximum number of cells. Under the assumption that doxorubicin reduces the maximum number of cells, we found an \( \varepsilon_{\text{max}} \) of 92\% and an IC\textsubscript{50} of 190 nM. Meaning that when a patient with this tumor growth is being treated they would need to be given 193 nM to kill 46\% of the cancer cells.

Estimated error was completed using the percentile bootstrap method for parameter \( a \) and parameter \( b \). Fit residuals were sampled with replacement to create 1,000 bootstrap replicates of the data sets. Then a 95\% confidence interval was estimated using these data sets. A 95\% confidence interval means that after putting the data set in numerical order and we want to look at the 25th and the 975th values. The values were sorted using the sort function in Excel. The confidence interval values can be found in the second table in Figure 3.1 for the growth rate and the second table in Figure 3.2 for the carrying capacity. The \( \varepsilon_{\text{max}} \) values should be less than 1, so it is a problem that the values are approximately 31 times larger than they are supposed to be.

Our estimated of values for drug efficacy of doxorubicin in MCF-7 cells will not necessarily be the exact measurement that will be found for previous experiments. Recent experimental estimates for IC\textsubscript{50} are in the range of 100-6000 nM which is similar to our estimates are 193 nM and 210 nM (56, 57, 58, 59, 60).
3.4 Summary

We developed and tested a method for estimating the drug efficacy parameters, IC$_{50}$ and $\varepsilon_{\text{max}}$, through the use of tumor growth data. We used this data to find time-independent parameters. To find these values we fit the data to a logistic model using a truncated Newton algorithm. Our estimates were similar to current estimates that have been found using current techniques.

We used mathematical models to extract measurement time independent estimates of $\varepsilon_{\text{max}}$ and IC$_{50}$. We determined values for $\varepsilon_{\text{max}}$ and IC$_{50}$ assuming doxorubicin reduces growth rate or reduces the maximum number of cells. The IC$_{50}$ was similar in both cases, but doxorubicin is better at reducing the maximum number of cells. When assuming doxorubicin reduces the growth rate for MCF-7 cells we found an $\varepsilon_{\text{max}}$ of 0.500 and an IC$_{50}$ of 210 nM. If we assume that the drug reduces the maximum number of cells then we determined that the $\varepsilon_{\text{max}}$ is 0.92 and the IC$_{50}$ is 190 nM.
Chapter 4

Discussion/Conclusions

4.1 Questions Answered

1. How does model choice affect the predicted IC$_{50}$ and $\varepsilon_{\text{max}}$?

This paper examined several commonly used ODE models of tumor growth and quantitatively assesses the differences in their predictions of clinically relevant quantities. The models used were the exponential, Mendelsohn, logistic, linear, surface, Bertalanffy, and Gompertz model. We used experimental tumor growth data along with these equations to compare predicted values. We found that none of the models give the correct IC$_{50}$ and $\varepsilon_{\text{max}}$ values because they do not give the value of 1. An exception is the $\varepsilon_{\text{max}}$ values when drugs reduce parameters $b$ and $c$ for the Gompertz model. While the exact amount of variation in predictions between different models will differ for other data sets, we expect that there will be disagreement in model predictions for all data sets.
2. Can a better way to measure IC$_{50}$ and $\varepsilon_{\text{max}}$ be found using mathematical modeling?

The method we used results in a single IC$_{50}$ and $\varepsilon_{\text{max}}$ for the entire data set. This is important because having a single result for the entire data set means that IC$_{50}$ and $\varepsilon_{\text{max}}$ do not depend on the day that the measurement is taken. The IC$_{50}$ and $\varepsilon_{\text{max}}$ values characterize how growth rate or carrying capacity are affected by a drug rather than how tumor volume on a particular day is affected by the drug. We found that our estimates for IC$_{50}$ are within the range of current estimates.

4.2 Discussion

4.2.1 Extracting Drug Efficacy Parameters with Model Fitting

These findings suggest that modelers and clinicians must carefully consider their choice of growth model and how different growth assumptions might alter model predictions of the efficacy of treatment.

While our findings could be dismissed because the models and the implementation of chemotherapy are highly simplified, we believe they highlight a significant problem. While many mathematical models used for clinical assessment of patients and development of radiation or chemotherapy plans are more complex than those presented here \(^{61}\), they must all make some assumption of how the tumor will grow. Due to the complexity of these models, however, it is difficult to trace the effect of the choice of growth model and determine how this choice might alter the model’s predictions. In fact, while model
predictions are often assessed for sensitivity to errors in estimates of the parameters \cite{62, 63}, the effect of model assumptions is often neglected. Our findings, however, indicate that these assumptions could have a profound effect on model predictions since our simple models show that different choices of growth model result in large variations in model predictions. The results of these inaccuracies could have significant impacts on patient outcomes since we might either provide too much treatment, causing more severe side effects, or too little treatment, possibly resulting in continued growth of the tumor.

While some research has attempted to find the best ODE model to describe tumor growth \cite{38, 39, 40, 41}, the results seem to suggest that there are no broad guidelines; the most appropriate model seems to be dependent on the details of the experiment.

### 4.2.2 Modeling of Drug Treatment Assays

Our results found IC\textsubscript{50} and \(\varepsilon_{\text{max}}\) values represent the drug effect on the growth rate or the drug effect on carrying capacity rather than reduction in the number of cells on a particular day. We found that our estimated values for drug efficacy of doxorubicin in MCF-7 cells wasn’t necessarily the exact same as measurements that were found for previous experiments. Recent experimental values for IC\textsubscript{50} are between 100 nM and 6000 nM. This is similar to our estimates of 193 nM and 210 nM \cite{56, 57, 58, 59, 60}. But, 193 nM and 210 nM are on the lower end of previous experimental estimates, meaning that patients might be given too high of a dose leading to increased toxic side effects and it would be predicted that a low percentage of cells will be killed at this dose.
One of the largest problems that we have with data sets is that measurements are not taken for long periods of time, like the data set we used from (55).

4.3 Implications for Work

We want a time independent IC$_{50}$ because if IC$_{50}$ depends on measurement day then the amount of drug a patient is recommended will depend on what day IC$_{50}$ is measured. It is important to make sure the patient gets the right amount of drugs. Chemotherapy drugs are toxic to both cancerous and non-cancerous cells which is one reason why you do not want to give a patient the wrong dose of drugs. There are a lot of side effects from chemotherapy due to cancerous and non-cancerous cells being killed. One of the more dangerous side effects for doxorubicin is cardiotoxicity (64). Another reason why a patient shouldn’t be given an incorrect amount of chemotherapy drugs is because the drugs are supposed to stop the growth and stop the cells from migrating throughout the body. If a patient is not given enough drugs, then the tumor will continue to grow and the patient will not get better. If too high of a dose is given to a patient then it will be toxic and kill too many non-cancerous cells. Killing too many non-cancerous cells can lead to a patient having a weak immune system and become susceptible to infections (64).

If the day picked to make the IC$_{50}$ and $\varepsilon_{\text{max}}$ measurements is too early, then the $\varepsilon_{\text{max}}$ value that is estimated will be too small and the IC$_{50}$ value will be too large. The general trend found for all models is that the measured IC$_{50}$ value decreases with increasing measurement day. The only exceptions to this trend are the logistic and the
Bertalanffy model when it is assumed that the drug effects parameter \( b \). This means that if the measurement day that is chosen to determine the dose of drugs that the patient is getting is too early, then the patient will be given too much drugs.

4.4 Conclusions

It is our hope that the findings presented here will spur more investigation into the effect of choice of cancer growth model on predicted treatment outcomes and that researchers will consider more than just best fit when selecting a growth model. Our hope is to be able to complete our procedure on longer data sets and to use what we learned about time independent drug efficacy parameters in order to not have a time-dependence bias.

4.5 Future Work

4.5.1 Test Parameter Estimation Technique with Known Anti-cancer Agents

We will first optimize our parameter estimation technique to return the correct values of \( IC_{50} \) and \( \varepsilon_{\text{max}} \). This will be done by applying our method to extract \( IC_{50} \) and \( \varepsilon_{\text{max}} \) of common anticancer drugs, doxorubicin, paclitaxel and gemcitabine, and comparing our results to previous published studies. Three cell lines (HEK-293, HeLa and MCF-7) will be cultured and the cell population will be assessed via a cell counter. Collecting our own data allows us to standardize the initial conditions for all cell lines being used to optimize our parameter estimation technique when determining the correct \( IC_{50} \) and \( \varepsilon_{\text{max}} \) values.
It also allows us to test our estimation technique on longer data sets because we are able to control the length of the data set. We will collect cell population data daily for the period of 2 weeks, measuring both active and necrotic cells, to obtain a sufficient number of data points for modeling.

In our experiments, non-cancerous HEK-293 cells will serve as a control for the growth of cancerous HeLa and MCF-7 cells. Broadly, this goal requires that we find an appropriate growth model to describe growth of cancer cells in culture. We then need to determine the best model for drug treatment with each test drug. Finally, we will put the growth model together with the model of the drug effect to extract the IC$_{50}$ and $\varepsilon_{\max}$ similar to the methods that are used in chapter 3.

This work can be used to develop better treatment plans for patient’s receiving cancer treatments in hospitals. This test parameter estimation technique is vital because it is important that a patient isn’t given an incorrect drug dose. Time independent IC$_{50}$ values are needed because without them a patient’s treatment can ineffective.

### 4.5.2 Calculate Shape of Systematic Analysis Curve

We will use this equation

$$1 - \frac{V_{\text{drug}}}{V_{\text{no
drug}}} = 1 - \frac{V_0 e^{(1-\epsilon)T_m}}{V_0 e^{a T_m}}$$  \hspace{1cm} (4.1)$$

where $V_{\text{drug}}$ is the number of cells after drugs are applied to the cells, $V_{\text{no
drug}}$ is the number of cells when no drugs are applied to cells, $\epsilon$ is the drug efficiency, $V_0$ is the initial
number of cells, \(a\) is the growth rate, and \(T_m\) is the measurement time. This equation is for the exponential model because it will be the easiest model to solve for.

Our hope is to be able to find the shape of the curve because then we will be able to find the values for \(\varepsilon_{\text{max}}\) and \(\text{IC}_{50}\) values for each of the curves. To do this we would need to get rid of the exponentials and be able to rearrange the right side of the equation to look like the form of the drug efficiency equation.

### 4.5.3 Test Model Fitting on Theoretical Data

To test model fitting on theoretical data we would generate a data set and then see if we can get the correct predicted fit. To do this we would add gaussian noise to the data points with a mean of zero and a standard deviation of 10 percent. The data points will be created from the logistic model. The data will then be fit to the seven ODE models to see the effect of noise on the fit. We want to know what would happen to the fit if the data is fit with another model and if the best fit is still the logistic model after noise is added to the data points.
Appendix A

Additional Graphs

A.1 Graphs for Experimental Research

The graphs model tumor growth for HeLa (cervical cancer cells), HEK-293 (human embryonic kidney cells), and MCF-7 (breast cancer cells) cells using the seven differential equations. In low-income and middle-income countries breast cancer and cervical cancer result in more morbidity and mortality than in high-income patients. This has resulted in breast cancer and cervical cancer being major global health problems (10).

Cervical cancer is an important global issue to study because it is the third most commonly diagnosed cancer for women throughout the world. When cervical cancer is in the early stages there is a 91% survival, while the chance of survival decreases to 57 percent after the disease has spread locally and 16 percent when it spreads throughout the body (54).
Figure A.1: This graph models tumor growth for HeLa cells.

Figure A.2: This graph models tumor growth for HEK-293 cells.

Figure A.3: This graph models tumor growth for MCF-7 cells.
Figure A.4: Exponential Model, Reduce $a$. $\varepsilon_{\text{max}}$ and IC$_{50}$ estimates are given in the table below the graph.

### A.2 Exponential Model

It can be seen in Figure A.4 that $\varepsilon_{\text{max}}$ increases with increasing measurement time, while IC$_{50}$ decreases with increasing measurement day when the drug effect is applied to $a$. The table included in Figure A.4 shows when $\varepsilon_{\text{max}}$ and IC$_{50}$ are calculated for drugs having an effect on $a$. 

<table>
<thead>
<tr>
<th>Days</th>
<th>$\varepsilon_{\text{max}}$</th>
<th>IC$_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 10</td>
<td>0.255</td>
<td>0.885</td>
</tr>
<tr>
<td>Day 15</td>
<td>0.357</td>
<td>0.832</td>
</tr>
<tr>
<td>Day 20</td>
<td>0.445</td>
<td>0.784</td>
</tr>
<tr>
<td>Day 25</td>
<td>0.521</td>
<td>0.738</td>
</tr>
</tbody>
</table>
Figure A.5: Mendelsohn model, reduce $a$ (left) and reduce $b$ (right). $\varepsilon_{\text{max}}$ and IC$_{50}$ estimates are given in the tables below the graph.

### A.3 Mendelsohn Model

Both graphs in Figure A.5 show that $\varepsilon_{\text{max}}$ increases with increasing measurement time, while IC$_{50}$ decreases with increasing measurement day. The table on the left included in Figure A.5 shows when $\varepsilon_{\text{max}}$ and IC$_{50}$ are calculated for drugs having an effect on $a$ and the table on the right shows when $\varepsilon_{\text{max}}$ and IC$_{50}$ are calculated for drugs having an effect on $b$. 
Figure A.6: Linear model, reduce \(a\) (left) and reduce \(b\) (right). \(\varepsilon_{\text{max}}\) and IC\(_{50}\) estimates are given in the tables below the graph.

### A.4 Linear Model

In Figure A.6 it can be seen that both graphs show that \(\varepsilon_{\text{max}}\) increases with increasing measurement time, while IC\(_{50}\) decreases with increasing measurement day. For both graphs \(\varepsilon_{\text{max}}\) is almost identical, but IC\(_{50}\) is very different for each of the graphs. The table on the left included in Figure A.6 shows when \(\varepsilon_{\text{max}}\) and IC\(_{50}\) are calculated for drugs having an effect on \(a\) and the table on the right shows when \(\varepsilon_{\text{max}}\) and IC\(_{50}\) are calculated for drugs having an effect on \(b\).
Table A.3: \( \varepsilon_{\text{max}} \) and \( IC_{50} \) estimates for drugs having an effect on (left) and reduce (right). \( \varepsilon_{\text{max}} \) and \( IC_{50} \) estimates are given in the tables below the graph.

### A.5 Surface Model

Both graphs in Figure A.7 show that \( \varepsilon_{\text{max}} \) increases with increasing measurement time, while \( IC_{50} \) decreases with increasing measurement day. \( \varepsilon_{\text{max}} \) and \( IC_{50} \) are similar for both of the graphs even though the shape of the lines are different in each of the graphs. The table on the left included in Figure A.7 shows when \( \varepsilon_{\text{max}} \) and \( IC_{50} \) are calculated for drugs having an effect on (left) and the table on the right shows when \( \varepsilon_{\text{max}} \) and \( IC_{50} \) are calculated for drugs having an effect on (right).
Figure A.8: Bertalanffy model, reduce $a$ (left) and reduce $b$ (right). $\varepsilon_{\text{max}}$ and IC$_{50}$ estimates are given in the table below the graph.

### A.6 Bertalanffy Model

The table on the left included in Figure A.8 shows when $\varepsilon_{\text{max}}$ and IC$_{50}$ are calculated for drugs having an effect on $a$ and the table on the right shows when $\varepsilon_{\text{max}}$ and IC$_{50}$ are calculated for drugs having an effect on $b$. The largest difference between the relative drug effect on $a$ and the relative drug effect on $b$ is that $\varepsilon_{\text{max}}$ increases with measurement time for Figure A.8 (left) but $\varepsilon_{\text{max}}$ stays constant with measurement time for Figure A.8 (right). In can also be seen from Figure A.8 IC$_{50}$ decreases with measurement time for both graphs.
Days $\varepsilon_{\text{max}}$ IC$_{50}$ Days $\varepsilon_{\text{max}}$ IC$_{50}$ Days $\varepsilon_{\text{max}}$ IC$_{50}$
Day 10 0.272 0.863 Day 10 1.00 0.207 Day 10 1.00 0.210
Day 15 0.377 0.805 Day 15 1.00 0.135 Day 15 1.00 0.137
Day 20 0.466 0.754 Day 20 1.00 0.102 Day 20 1.00 0.104
Day 25 0.540 0.708 Day 25 1.00 0.084 Day 25 1.00 0.085

Figure A.9: Gompertz model, reduce $a$ (left), reduce $b$ (middle), and reduce $c$ (right). $\varepsilon_{\text{max}}$ and IC$_{50}$ estimates are given in the table below the graph.

A.7 Gompertz Model

In the left graph in Figure A.9 it can be seen that $\varepsilon_{\text{max}}$ increases with increasing measurement time, while IC$_{50}$ decreases with increasing measurement day when the drug effect is applied to $a$. It can be seen from Figure A.9 (middle and right) that the drug effect is identical when applied to $b$ and $c$. For both of these graphs (middle and right) IC$_{50}$ decreases with time but $\varepsilon_{\text{max}}$ stays constant with measurement time. The table on the left included in Figure A.9 shows when $\varepsilon_{\text{max}}$ and IC$_{50}$ are calculated for drugs having an effect on $a$, the table in the middle shows when $\varepsilon_{\text{max}}$ and IC$_{50}$ are calculated for drugs having an effect on $b$ and the table on the right shows when $\varepsilon_{\text{max}}$ and IC$_{50}$ are calculated for drugs having an effect on $c$.  
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Figure A.10: $\varepsilon_{\text{max}}$ graphs for systematic analysis, where parameters $a$, $b$, or $c$ are varied.

**A.8 $\varepsilon_{\text{max}}$ and IC$_{50}$ Graphs for the Sensitivity Analysis**

In order to assess how our results depend on model parameters, we completed a sensitivity analysis by varying model parameters and re-running the simulations. Figures A.10 A.11 A.12 and A.13 are the remaining graphs for the sensitivity analysis that is completed in Ch 2.
Figure A.11: \( \varepsilon_{\text{max}} \) graphs for systematic analysis, where parameters \( a, b, \) or \( c \) are varied.
Figure A.12: IC₅₀ graphs for systematic analysis, where parameters a, b, or c are varied.
Figure A.13: IC<sub>50</sub> graphs for systematic analysis, where parameters <i>a</i>, <i>b</i>, or <i>c</i> are varied.
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ABSTRACT

UNDERSTANDING THE EFFECT OF MEASUREMENT TIME ON DRUG CHARACTERIZATION

by Hope E Murphy, M.S., 2018
Department of Physics and Astronomy
Texas Christian University

Research Advisor: Dr. Hana M. Dobrovolny, Associate Professor of Biophysics

In order to determine correct dosage of chemotherapy drugs, the effect of the drug must be properly quantified. There are two important values that characterize the effect of the drug: $\varepsilon_{\text{max}}$ is the maximum possible effect from a drug, and $\text{IC}_{50}$ is the drug concentration where the effect diminishes by half. We use mathematical models to estimate how the values depend on measurement time and model choice. Improper choice of growth model is problematic and can lead to differences in predictions of treatment outcomes for patients. This work intends to understand how choice of model and measurement time affects the relative drug effect and causes the differences in predictions for the most effective dose of anticancer drug for a patient. This work determines the correct doses before trying those in patients to get the most effective therapeutic treatment.