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1 Introduction

Algebraic geometry is the study of geometric objects that arise from solutions to poly-

nomial equations over a field, such as curves, surfaces and their higher dimensional ana-

logues. One of the major themes in algebraic geometry is to classify these objects based

on certain invariants. In particular, the classification of algebraic space curves based on

their degrees and genera has been one of the most fruitful branches of research at least

from the later half of the nineteenth century [15–17]. As a subject algebraic geometry

went through many revolutions and each generation had its own language and perspec-

tive. Until the first half of the twentieth century the notion of curves was restricted to

what we now call varieties of dimension 1. Even if we restrict ourselves to this definition,

geometric objects that are not varieties arise naturally as limits of families of curves

and also via liaison theory [28]. Not knowing what to do with such objects, algebraic

geometers tended to avoid such structures. In a desire to include these natural objects

in the main frame of study and to unify all earlier developments of algebraic geometry,

Alexander Grothendieck came up with his notion of schemes around 1957 [10, VIII]. In

this dissertation we use the language of scheme theory to deal with the classfication of

multiplicity structures on nonsingular connected curves in P3.

1.1 Multiplicity structures on curves in P3

Let P3 = ProjS, where S = k[x, y, z, w] and k is an algebraically closed field. If X ⇢ P3

is a closed subscheme we denote its ideal sheaf and total ideal by IX and IX respectively.

The homogeneous coordinate ring of X is the quotient ring S/IX of S and is denoted
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by SX . We use the abbreviations CM for Cohen-Macaulay and l.c.i. for locally complete

intersection. A curve in P3 is a closed subscheme of dimension 1. In this dissertation we

will mainly focus on locally CM curves, i.e., curves having no embedded or isolated points,

but which may have multiplicities along their supports. Let Y ⇢ P3 be a nonsingular

connected curve. A multiplicity structure on Y is a closed subscheme Z ⇢ P3 such that

SuppZ = SuppY . The multiplicity of Z is defined to be the ratio degZ/ deg Y and is

denoted by mult(Z). In Proposition 4.2.5 we will prove that if Y is nonsingular connected

and Z is CM, then mult(Z) is a positive integer.

Example 1.1.1. Let Y ⇢ P3 be the line with IY = (z, w). Let Zt ⇢ P3 be the closed

subschemes with IZt = (x2
� tyz, w), where t 2 k. Then Zt is a nonsingular conic

whenever t 6= 0. We have IZ0 = (x2, w) and SZ0
⇠= k[x, y, z]/(x2). Notice Z0 is not a

variety, since x is a nilpotent element in SZ0 . On the other hand, Z0 is supported on Y .

Moreover, every point of Y comes twice in Z0. We call Z0 a double structure on Y . In

fact, Z0 is the simplest kind of multiplicity structures in P3. Finally since Zt ! Z0 as

t ! 0, Z0 arises as a limit of a family of nonsingular connected curves in P3.

Multiplicity structures also arise naturally in the study of liaison theory [28, 33]. For

example, every smooth connected rational quintic curve in P3, not lying in a quadric

surface, is linked by a complete intersection of two cubic surfaces to a quadruple line [31,

Proposition 3.2]. Therefore even if one is primarily interested in the nicest kind of curves,

i.e., nonsingular connected curves, multiplicity structures can be crucial and unavoidable.

A natural question that arises and leads to a wide open territory of research is as follows.
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Problem 1. Let Y ⇢ P3 be a nonsingular connected curve.

(a) Classify all CM multiplicity structures on Y .

(b) Find the minimal free resolutions of the total ideals of such structures.

(c) Find the Rao modules of such structures.

(d) Describe the nature of general surfaces containing such a structure.

(e) Describe the irreducible families of such structures.

1.2 Previous work on Problem 1

The systematic study of multiplicity structures on nonsingular connected curves in P3

began with the pioneering work of Ferrand [12]. In this paper he showed that given

a l.c.i. curve Y ⇢ P3, there exists a bijection between the set of CM double struc-

tures on Y and the set of surjections ⌫Y ⇣ L, where ⌫Y is the conormal bundle of Y

and L 2 PicY . Then Bănică and Forster [3] generalized his method to study higher

multiplicity structures. More precisely, they showed a way to construct quasi-primitive

multiplicity structures (CM curves with generic embedding dimension 2) by introducing

the notion of Cohen-Macaulay filtration and an invariant of such extension, called its type.

The total ideals of double lines in P3 were known to folklore [14, 25]. But their classi-

fication has been done by Nollet [29, Proposition 1.4]. The classifications of triple and

quadruple lines in P3 have been done by Nollet [29], and by Nollet and Schlesinger [32]

respectively. Manolache [24] and Bănică and Manolache [4] studied double conics in
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connection with the moduli space of stable rank two vector bundles on P3
C with Chern

classes c1 = �1, c2 = 2 and c1 = �1, c2 = 4 respectively. Finally, Vatne [34] studied

CM double structures on twisted cubics in P3 and gave examples of such curves for all

possible arithmetic genus, assuming that char k 6= 2.

1.3 Dissertation summary

In this dissertation, we deal with Problem 1 for conics in P3. More precisely, we give a

complete solution to parts (a)-(d) of Problem 1 for double conics and a partial solution to

parts (a)-(b) of Problem 1 for triple conics, which are complicated due to new behaviors.

In Chapter 2, we state and prove some results about modules over noetherian rings and

finitely supported coherent sheaves in P3.

In Chapter 3, we carefully prove some well-known results about curves in P3. In partic-

ular, we give three equivalent definitions of CM curves and prove their equivalence. We

also prove some nice properties of such curves.

In Chapter 4, we extend the theory of Bănică and Forster [3] from complex analytic three

manifolds to P3
k
over an arbitrary but algebraically closed field k. In particular, we give

rigorous proofs of their main statements and theorems. Let Z be a multiplicity structure

on a nonsingular connected curve Y ⇢ P3. According to Bănică and Forster, mult(Z) is

the rank of r⇤OZ , where r : Z ! Y is a holomorphic retraction and OZ is the structure
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sheaf of Z. But such a holomorphic retraction does not exist on schemes due to the

coarse nature of Zariski topology. So we define mult(Z) as the ratio degZ/ deg Y and

show in Proposition 4.2.5 that these two definitions yield the same number. We define

quasi-primitive extensions on nonsingular connected curves in P3 and show that each such

extension has an invariant, called its type. At the end of this chapter we describe the

singularities and class groups of general surfaces containing a quasi-primitive multiplicity

structure, following the works of Brevik and Nollet [6].

In Chapter 5, we prove the following classification theorem for CM double conics in P3.

Theorem 5.2.1. Let C ⇢ P3
be a conic and let ` � �4 be an integer such that ` 6= �3.

Then each surjection  : IC/I2
C
⇣ OC [`] defines a CM double conic Z on C with Hilbert

polynomial PZ(n) = 4n+ `+2 by IZ = Ker �⇡, where ⇡ : IC ⇣ IC/I2
C
is the canonical

surjection. Conversely, every CM double conic on C arises from this construction.

We describe the invariants of double conics, namely their total ideals, Rao modules and

minimal free resolutions of their total ideals. We give criteria for two double conics of the

same support to be linked by a complete intersection. In particular, we give a criterion

for double conics to be self-linked, which extends a well-known theorem of Migliore [27]

on self-linkage of double lines to double conics. We also give the criterion for a double

conic to be contained in a nonsingular surface. In particular, we show that a double conic

of arithmetic genus �1 � `  �5 is contained in a nonsingular surface if and only if `

is even. At the end of this chapter we show that a Zariski general surface containing a

double conic is normal and the number of its singular points is determined by its degree

and the arithmetic genus of the double conic contained in it.
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In Chapter 6, we prove the following classification theorem for CM triple conics in P3.

Theorem 6.1.5. Let Z be a CM double conic on C of type `, where ` � �4 is an integer

such that ` 6= �3. Let  : IZ/ICIZ ! OC [2` + c] be a surjection, where c � 0 is an

integer. Then  defines a CM triple conic W on C with Hilbert polynomial PW (n) =

6n+ 3`+ c+ 3 by IW = Ker � ⇡, where ⇡ : IZ ⇣ IZ/ICIZ is the canonical surjection.

Conversely, every CM triple conic W on C arises from this construction.

In particular, we determine the range of ` and c for which there exists a quasi-primitive

triple conic of type (`, c). We give explicit maps which yield the thick triple conics, i.e.,

triple conics having embedding dimension 3 at each point. For the rest of Chapter 6 we

computed total ideals of quasi-primitive triple conics. Let W be a quasi-primitive triple

conic on C that arises from a surjection IZ/ICIZ ⇣ OC [2` + c]. Then W is of type

(`, c) and has Z as its 2nd CM filtrant. If ` is even and c � 3 then we show that IW has

a nice description. In fact, IW/ICIZ is cyclic in this situation. The classification gets

complicated when ` � 0 is even and 0  c  2. For example, if (`, c) = (2a, 0), where

a � 0, then IW can have 7, 8 or 9 generators. This shows that the cohomology groups

jump in the Hilbert scheme of triple conics in P3, which is not known for any other family

of multiplicity structures classified so far. We give criteria to determine IW for this range

of (`, c). The classification of triple conics of type (`, c) is still open whenever ` is odd.

The main obstacle here is the non-splitting nature of the SC-module IZ ⌦ SC , which we

wish to resolve in our future work.
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2 Background

In this chapter we state and prove some well-known results about modules over noetherian

rings and finitely supported coherent sheaves in P3 that we are going to use throughout

this exposition.

2.1 Algebraic results

All rings here are assumed commutative with identity. Based on the themes, we split

this section into three subsections.

2.1.A. Associated primes

In this subsection we state two important results about associated primes. We prove

Lemma 2.1.6 which will be used in Proposition 3.3.6.

Definition 2.1.1. Let A be a noetherian ring and a be an ideal in A. Let a = \
n

i=1qi be

a primary decomposition of a and let pi =
p
qi. Then the set {pi}ni=1 is independent of

the particular decomposition of a by [2, Theorem 4.5]. The prime ideals pi are called the

associated primes of a. The minimal elements of the set {pi}ni=1 are called the minimal

primes of a and the others are called the embedded primes of a.

Definition 2.1.2. Let A be a ring and M be an A-module. A prime ideal p of A is

called an associated prime of M if p is the annihilator of some element m 2 M . The

set of associated primes of M is denoted by Ass(M). The minimal elements of Ass(M)

are called the isolated associated primes of M and the others are called the embedded

associated primes of M .
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Remark 2.1.3. Notice the associated primes of a as an ideal in A are not the same as

the associated primes of a as an A-module, rather they are the same as the associated

primes of the A-module A/a.

Proposition 2.1.4. Let A be a noetherian ring and M be a nonzero A-module.

(a) Every maximal element of the family of ideals F = {ann(m)|0 6= m 2 M} is an

associated prime of M , and in particular Ass(M) 6= ?.

(b) The set of zerodivisors for M is the union of all the associated primes of M .

Proof. [26, Theorem 6.1].

Proposition 2.1.5. Let a is a decomposable homogeneous ideal in a graded ring A.

Then the associated primes of a are homogeneous.

Proof. [35, Corollary, p. 154] or [5, IV, § 3, Proposition 1]

Lemma 2.1.6. Let A be a noetherian ring having no embedded associated primes. If I

is an ideal in A such that Ip = 0 for all minimal primes p of A, then I = 0.

Proof. Suppose on the contrary that I 6= 0. Then there exists a nonzero element x 2 I.

Let p1, · · · , pn be the minimal primes of A. Then Ipi = 0 for 1  i  n. Hence there

exist si 2 A\pi such that six = 0. Let J = (s1, · · · , sn). Then J 6✓ pi for all i, and hence

J 6✓ [
n

i=1pi by the prime avoidance lemma [2, Proposition 1.11 (i)]. Let s 2 J \ [
n

i=1pi.

Then there exist ai 2 A such that s =
P

n

i=1 aisi. Notice sx =
P

n

i=1 aisix = 0, i.e.,

s 2 ann(x). Since A is noetherian, by Proposition 2.1.4 (a), there exists an associated

prime p of A such that ann(x) ⇢ p. Notice p 6✓ [
n

i=1pi, since s 2 p \ [n

i=1pi. Hence again
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by the prime avoidance lemma [2, Proposition 1.11 (i)], p 6✓ pi for all i. Therefore p is

an embedded associated prime of A, which is a contradiction. Thus I = 0.

2.1.B. Regular sequence, depth and deviation

The goal of this subsection is to define Cohen-Macaulay and complete intersection rings.

Definition 2.1.7. Let M be an A-module. An element a 2 A is said to be M -regular if

ax = 0 for some x 2 M ) x = 0. In other words, a is M -regular if it is a nonzerodivisor

on M . A sequence ~a = a1, · · · , an of elements in A is an M -regular sequence (or simply

an M -sequence) if the following two conditions are satisfied:

1. ai is M/(a1, · · · , ai�1)M -regular for 1  i  n and

2. M/~aM 6= 0, where ~aM =
P

n

i=1 aiM .

Lemma 2.1.8. Let A be a ring and let f, g 2 A. Then {f, g} is a regular sequence in

A , {f, g + �f} is a regular sequence in A for all � 2 A.

Proof. Let {f, g} be a regular sequence in A. Then f is regular in A. Notice g + �f 6= 0

in A/(f), for otherwise g = 0 in A/(f) which contradicts the regularity of g in A/(f).

Suppose u(g + �f) = 0 in A/(f) for some u 2 A. Then ug = 0 in A/(f) and hence

u 2 (f), since g is regular in A/(f). Therefore {f, g + �f} is a regular sequence in A for

all � 2 A. Conversely, if {f, g+ �f} is a regular sequence in A for all � 2 A, then taking

� = 0 we see that {f, g} is a regular sequence in A.
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The following lemma will be heavily used in Chapters 5 and 6.

Lemma 2.1.9. Let A be a quotient of a graded polynomial ring such that A is an integral

domain with dimA = 2. Let f, g 2 A be nonconstant homogeneous polynomials. Then

the following statements are equivalent.

(a) {f, g} is a regular sequence in A.

(b) Z(f) \ Z(g) = ?.

(c) A/(f, g) has finite length.

Proof. (a))(b): Let {f, g} be a regular sequence in A. Then ht(f, g) � depth(f, g) = 2

by [7, Proposition 1.2.14]. Let p be a homogeneous prime ideal in A containing (f, g).

Then ht p � ht(f, g) � 2. Since dimA = 2, p is the irrelevant maximal ideal in A. Hence

Z(f) \ Z(g) = ?.

(b))(c): Let Z(f) \ Z(g) = ?. Let a = (f, g) and let A = S/I for some graded poly-

nomial ring S with irrelevant maximal ideal m. Notice Z(a) = ? and hence SpecA/a =

{m}. Thus dimA/a = 0. Hence A/a is Artinian by [2, Theorem 8.5]. Therefore A/a has

finite length by [11, Theorem 2.13].

(c))(a): Let A/(f, g) have finite length. Suppose {f, g} is not a regular sequence in

A. Then depthA/(f, g) � 1. Let u be a regular element of A/(f, g). Then u is not

nilpotent and hence · · · ⇢ (un) ⇢ · · · ⇢ (u) ⇢ A/(f, g) is an infinite chain of submodules

of A/(f, g). Therefore A/(f, g) has infinite length, which is a contradiction.

Let A and M be as in Definition (2.1.7) and let I be an ideal in A such that M/IM 6= 0.

An M -sequence in I is maximal if it cannot be extended to another M -sequence by
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adding more elements from I. Notice if A is noetherian then a maximal M -sequence in I

must have finite length. Moreover, if M is finitely generated over A then every maximal

M -sequence in I has the same length by [26, Theorem 16.7].

Definition 2.1.10. Let (A,m, k) be a noetherian local ring and let M 6= 0 be a finitely

generated A-module. The depth of M is the length of any maximal M -sequence in m

and is denoted by depthM .

Definition 2.1.11. Let A be a noetherian ring and M be a finitely generated A-module.

Then M is called a Cohen-Macaulay (CM henceforth) module if M 6= 0 and depthMp =

dimMp for all p 2 SpecA, or if M = 0.

Definition 2.1.12. Let (A,m, k) be a noetherian local ring with embdimA = n. Let ~x =

x1, · · · , xn be a minimal basis of m and let E• = K~x be the Koszul complex corresponding

to the regular sequence ~x. Then E• is uniquely determined by A up to isomorphism. Let

Hp(E•) denote the pth homology group of E•. Then Hp(E•) is a k-vector space, since

mHp(E•) = 0 by [26, Theorem 16.4]. The pth deviation of A is defined to be the dimension

of the k-vector space Hp(E•) and is denoted by ✏p(A).

Remark 2.1.13. Notice if A is regular then ~x is an A-sequence and hence Hp(E•) = 0,

i.e., ✏p(A) = 0 for all p > 0 by [26, Theorem 16.5 (i)]. Conversely, if ✏1(A) = 0 then ~x is an

A-sequence and hence A is regular by [26, Theorem 16.5 (ii)]. Hence A is a regular local

ring if and only if ✏1(A) = 0. Thus ✏1(A) measures how far A deviates from regularity.

Definition 2.1.14. Let A be a noetherian local ring. Then A is called a complete

intersection ring if ✏1(A) = embdimA� dimA.
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Corollary 2.1.15. Every regular local ring is a complete intersection ring.

Proof. Let A be a regular local ring. Then embdimA = dimA, i.e., embdimA�dimA =

0. On the other hand, ✏1(A) = 0 by Remark 2.1.13. Therefore ✏1(A) = embdimA�dimA

and hence A is a complete intersection ring.

Theorem 2.1.16. Let A be a noetherian local ring. If R is a regular local ring such

that A ⇠= R/a for some ideal a in R, then the minimum number of generators of a is

dimR� embdimA+ ✏1(A).

Proof. [26, Theorem 21.1].

Corollary 2.1.17. Let A be a noetherian local ring. If A is a complete intersection and

if R is a regular local ring such that A ⇠= R/a for some ideal a in R, then the minimal

number of generators of a is dimR� dimA.

Proof. Since A is a complete intersection, � embdimA+ ✏1(A) = � dimA. Therefore by

Theorem 2.1.16, the minimal number of generators of a is dimR� dimA.

2.1.C. Free resolutions

In this subsection we state two important theorems regarding free resolutions of modules

over noetherian rings.

Definition 2.1.18. Let A be a noetherian ring and let ' : F ! G be a homomorphism

of free A-modules such that rankF = n and rankG = m. Then ' is given by an m⇥ n

matrix U with respect to the bases of F and G. Let It(U) denote the ideal generated by
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t⇥ t minors of U . We define It(') as follows:

It(') =

8
>>>>>>>><

>>>>>>>>:

A, if t  0,

It(U), if 1  t  min{m,n}

0, if t > min{m,n}.

Then rank' = max {r|Ir(') 6= 0}. We denote Irank'(') by I(').

Remark 2.1.19. In 1936, Fitting [13] proved that the ideals It(U) in Definition 2.1.18

depend only on the module Coker' and hence are independent of the choice of bases of

F and G. These ideals are now called the Fitting ideals of ' or the Fitting invariants of

Coker'. See [11, Corollary-Definition 20.4] for a modern proof of this fact.

Theorem 2.1.20 (Buchsbaum-Eisenbud). Let A be a noetherian ring and let

0 ! Fn

'n
�! Fn�1 ! · · · ! F1

'1
�! F0 (1)

be a complex of free A-modules. Then (1) is exact if and only if

(a) rankFk = rank'k + rank'k+1 and

(b) depth I('k) � k

for 1  k  n.

Proof. [8], [11, Theorem 20.9] or [7, Theorem 1.4.13].

Remark 2.1.21. Here we use the convention that the unit ideal has infinite depth.

Hence if I('k) = A then condition (b) in Theorem 2.1.20 is automatically satisfied.
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Theorem 2.1.22 (Hilbert-Burch). Let A be a noetherian ring and let

0 ! F2
'2
�! F1

'1
�! A ! A/I ! 0 (2)

be a complex of A-modules.

(a) If (2) is exact, F2 is free and F1
⇠= An+1 with n � 1, then F2

⇠= An and there

exists a nonzerodivisor u 2 A such that I = uIn('2). In fact, the ith entry of the

matrix for '1 is (�1)iu times the minor obtained from '2 by leaving out the ith

row. Moreover, depth In('2) = 2.

(b) Conversely, given any (n + 1) ⇥ n matrix '2 such that depth In('2) � 2 and a

nonzerodivisor u, the map '1 obtained as in part (a) makes (2) into a free resolution

of A/I, with I = In('2).

Proof. In 1890 Hilbert [19] proved this theorem for graded ideals of codimension 2 in a

polynomial ring. Then in 1968 Burch [9] proved the general case. For a modern proof

see [11, Theorem 20.15] or [7, Theorem 1.4.17].

2.2 Finitely supported coherent sheaves in P3

Let k be an algebraically closed field, S be the graded polynomial ring k[x, y, z, w] and m

be the irrelevant maximal ideal (x, y, z, w) in S. In this section we prove that the Hilbert

polynomial of a finitely supported coherent sheaf in P3 is constant, where P3 = ProjS.

We also prove that every graded S-module of finite length sheafifies to 0.
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Lemma 2.2.1. If F is a finitely supported coherent sheaf in P3, then F ⇠= F(n), 8n 2 Z.

Proof. If SuppF = ? then F is the zero sheaf and hence F ⇠= F(n) for all n 2 Z. So

without loss of generality, we may assume that SuppF 6= ?. Let M = H0
⇤
F . Then M is

a finitely generated graded S-module with SuppM 6= ?. Notice if m is a minimal prime

of M , then SuppM = {m} by [26, Theorem 6.5] and hence SuppF = ?. So we may

assume that m is not a minimal prime of M .

Let SuppF = {P1, · · · , Pr} and let P 2 P3 be a closed point such that P /2 SuppF .

Let ⇡ be the projection ⇡ : P3
\ {P} ! P2. Let Q 2 P2

\ [
r

i=1⇡(Pi). Notice, ⇡�1(Q) is

a line in P3. Let ⌧ be the projection ⌧ : P2
\ {Q} ! P1. Define � = ⌧ � ⇡. Then � is

a projection from the line ⇡�1(Q) to P1. Let pi = �(Pi). Choose p 2 P1
\ {p1, · · · , pr}.

Let H = ��1(p). Then H ⇢ P3 is a plane such that Pi /2 H for all i. Let IH = (h) for

some h 2 m. Notice h is not contained in any associated prime of M , since Pi /2 H for

all i. Hence by Proposition 2.1.4 (b), h is a nonzerodivisor for M . So we have the exact

sequence

0 ! M(�1)
·h
�! M ! M/hM ! 0. (3)

Sheafifying (3) we get the exact sequence

0 ! F(�1)
·h
�! F ! G ! 0,

where G = M̂/hM . Since M is finitely generated, we have SuppM = V (annM) and

SuppM/hM = V (annM/hM). Also V (annM/hM) = V ((h) + annM) by [2, Exercise

3.19 (vii)], hence SuppM/hM = V ((h) + annM). Since F is finitely supported and
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m is not a minimal prime of M , we have dimSuppM = dimV (annM) = 1 in SpecS.

Since h is not contained in any associated prime of M , h /2 annM . Hence ht annM <

ht((h) + annM). Thus dimV ((h) + annM)  dimV (annM) � 1 = 1 � 1 = 0, i.e.,

dimV ((h) + annM) = 0 in SpecS. Therefore SuppM/hM is either ? or {m}. Hence

SuppG = ?, i.e., G is the zero sheaf. Therefore F(�1) ⇠= F . Thus F ⇠= F(1) and hence

F ⇠= F(n) for all n 2 Z.

Corollary 2.2.2. Let F be a finitely supported coherent sheaf in P3. Then the Hilbert

polynomial of F is constant.

Proof. Let P (z) 2 Q[z] be the Hilbert polynomial of F . Then �F(n) = P (n) for all

n 2 Z. Since F is finitely supported, �F(n) = �F(0) for all n 2 Z by Lemma 2.2.1.

Thus P (n) = P (0) for all n 2 Z. Hence P (n) and therefore P (z) is constant.

Lemma 2.2.3. Let E be a simple graded S-module of length 1. Then E ⇠= (S/m)(n)

for some n 2 Z.

Proof. Since E is a simple module of length 1, it is generated by a single nonzero element,

say e 2 N . Let � : S ! E be the map given by 1 7! e. Then � is surjective. Notice

Ker� = ann(e). Let P = ann(e). We have the chain 0 ⇢ S/m ⇢ S/P of submodules of

S/P . Since S/P has length 1, we have S/m = S/P , i.e., P = m. Therefore E ⇠= (S/m)(n)

for some n 2 Z.

Lemma 2.2.4. Let M be a graded S-module. Then M has finite length , fM = 0.

Proof. Let M have finite length and let 0 = M0 ⇢ M1 ⇢ · · · ⇢ Mn = M be a composition

series of M , where n is the length of M . Then each Mi/Mi�1 is a simple graded S-module
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of length 1. Therefore by Lemma 2.2.3, Mi/Mi�1
⇠= (S/m)(ni) = k(ni) for some ni 2 Z.

By [18, II, Proposition 8.13], we have the exact sequence

0 ! ⌦P3 ! OP3(�1)4 ! OP3 ! 0, (4)

where ⌦P3 is the sheaf of di↵erentials of P3. Taking the long exact cohomology sequence

in (4) we get the exact sequence

0 ! H0⌦P3 ! S(�1)4
�

�! S. (5)

Let {ei}4i=1 be a basis of S(�1)4. Then � is given by e1 7! x, e2 7! y, e3 7! z and e4 7! w.

Thus Coker� = S/m = k and hence we get the exact sequence

0 ! H0⌦P3 ! S(�1)4
�

�! S ! k ! 0 (6)

from (5). Sheafifying (6) we get the exact sequence (4). Therefore ek = 0. Since ek is a

finitely supported coherent sheaf on P3, ek ⇠= ek(n) for all n 2 Z by Lemma 2.2.1. Hence

M̂i/Mi�1
⇠= ]k(ni) ⇠= ek(ni) = 0

for all 1  i  n. We have the short exact sequece of S-modules

0 ! Mi�1 ! Mi ! Mi/Mi�1 ! 0. (7)
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Sheafifying (7) we get the short exact sequence of sheaves

0 ! ]Mi�1 !
fMi ! M̂i/Mi�1 ! 0.

Since M̂i/Mi�1 = 0, we have fMi
⇠= ]Mi�1 for all i. Therefore fM = fMn

⇠= · · · ⇠= fM0 = 0.

Conversely, let fM = 0. If M = 0 then it has length 0. So let’s suppose M 6= 0. Since

fM = 0, we have SuppM = {m} and hence Ass(M) = {m}. Thus m = annM . Since

S/ annM = S/m = k is an Artinian ring, M has finite length by [11, Corollary 2.17].

18



3 Curves in P3

Let P3 = ProjS, where S = k[x, y, z, w] and k is an algebraically closed field. If X ✓ P3

is a closed subscheme we denote its ideal sheaf and total ideal by IX and IX respectively.

The homogeneous coordinate ring of X is defined to be the quotient ring S/IX of S and

is denoted by SX . A curve in P3 is a closed subscheme of dimension 1. In this chapter

we carefully prove some well-known results about curves in P3.

3.1 Preliminaries

Let X ⇢ P3 be a curve. Then X is a complete intersection if the total ideal IX of X is

generated by 2 elements. We say that X is a locally complete intersection if the ideal

sheaf IX of X is generated by 2 elements at every point.

Proposition 3.1.1. Let X ⇢ P3 be a complete intersection curve with IX = (F,G).

Then

0 ! S(�d� e)

0

BBBBBB@

G

�F

1

CCCCCCA

�����! S(�d)� S(�e)

0

@F G

1

A

������! IX ! 0 (8)

is a minimal S-resolution of IX , where d = degF and e = degG.

Proof. Let ' =

0

BB@
G

�F

1

CCA. Then rank' = 1 and hence I(') = (F,G). Since {F,G} is a

regular sequence in S, depth I(') = 2. Therefore by the Hilbert-Burch theorem 2.1.22,

(8) is an S-resolution of IX . Since none of the entries of ' and (F,G) is a unit, (8) is a

minimal S-resolution of IX .
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Lemma 3.1.2. Let X and X 0 be curves in P3 with the same Hilbert polynomial. If

X 0
✓ X then X 0 = X.

Proof. Since X 0
✓ X, we have IX ✓ IX0 and hence IX ✓ IX0 . Therefore we have the

canonical surjection ⇠ : OX ⇣ OX0 . Set F := Ker ⇠. Then we have the exact sequence

0 ! F ! OX ! OX0 ! 0. (9)

Twisting by n and taking the Euler characteristics of the sheaves in (9) we see that

�F(n) = �OX(n) � �OX0(n). Since X and X 0 have the same Hilbert polynomial, we

have �OX(n) = �OX0(n) for all n 2 Z. Therefore �F(n) = 0 for all n 2 Z. Hence F = 0,

i.e., OX
⇠= OX0 and therefore X = X 0.

Proposition 3.1.3. Let X ⇢ P3 be a curve. If H ⇢ P3 is a plane that does not contain

any component of X then degX = l(X \H), where l(X \H) denotes the length of the

scheme X \H.

Proof. Let IX = \
r

i=1qi be a primary decomposition of IX and let pi =
p
qi be the

associated primes of IX . By Proposition 2.1.5, each pi is a homogeneous ideal in S. Let

H ⇢ P3 be a plane not containing any component of X. Let IH = (h), where h is some

linear homogeneous polynomial in S. Then h /2 pi, 8i. Hence by Proposition 2.1.4 (ii), h

is not a zerodivisor in SX . Therefore IX = [IX :S h]. So we have

IX
IX \ (h)

=
IX

h · [IX :S h]
=

IX
h · IX

.
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Also by [2, Proposition 2.1 (ii)] we have

IX + (h)

(h)
⇠=

IX
IX \ (h)

.

Therefore we have the isomorphism

IX + (h)

(h)
⇠=

IX
h · IX

and hence the exact sequence

0 ! IX(�1)
·h
�! IX !

IX + (h)

(h)
! 0. (10)

Sheafifying (10) we get the exact sequence

0 ! IX(�1)
·h
�! IX ! I(X\H)|H ! 0. (11)

Twisting by n and taking the Euler characteristics of the sheaves in (11) we get

�I(X\H)|H(n) = �IX(n)� �IX(n� 1).

Also from the exact sequence

0 ! IX ! OP3 ! OX ! 0
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we have �IX(n) = �OP3(n)� �OX(n). Hence

�I(X\H)|H(n) = �OP3(n)� �OP3(n� 1)� [�OX(n)� �OX(n� 1)].

SinceX is a curve, �OX(n) = (degX)n+1�pa(X), hence �OX(n)��OX(n�1) = degX.

Therefore

�I(X\H)|H(n) = �OP3(n)� �OP3(n� 1)� degX. (12)

We also have the exact sequence

0 ! (h) ! IX + (h) !
IX + (h)

(h)
! 0. (13)

Sheafifying (13) we get the exact sequence

0 ! OP3(�1) ! IX\H ! I(X\H)|H ! 0. (14)

Twisting by n and taking the Euler characteristics of the sheaves in (14) we get

�IX\H(n) = �I(X\H)|H(n) + �OP3(n� 1). (15)

Combining (12) and (15) we get

�OP3(n)� �IX\H(n) = degX.
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Finally, from the exact sequence

0 ! IX\H ! OP3 ! OX\H ! 0

we see that �OX\H(n) = �OP3(n)��IX\H(n). Therefore �OX\H(n) = degX and hence

is independent of n. Since X \H is a zero dimensional scheme, �OX\H is the length of

X \H. Therefore degX = l(X \H).

3.2 Vector bundles on curves in P3

In this section we prove two lemmas regarding the Hilbert polynomials of vector bundles

on curves in P3.

Lemma 3.2.1. Let L be a line bundle on a reduced curve Y ⇢ P3. Then there exists a

constant c 2 Z such that

�L(n) = n deg Y + c, 8n 2 Z.

Proof. Let Yi be the irreducible components of Y , where 1  i  r. Since Y is reduced,

Yi is integral. Therefore Sing Yi is a proper closed subset of Yi by [18, I, Corollary 8.16].

Choose Pi 2 Yi such that Pi /2 Yj and Pi /2 Sing Yi. This is possible since both Sing Yi

and [j 6=i{Yi \ Yj} are finite sets of points. Let m be a positive integer such that L(m) is

generated by global sections. Then there exist global sections si 2 H0(Y,L(m)) such that

si generates the stalk of L(m) at Pi. Hence si ⌦ k(Pi) 6= 0 in L(m)⌦ k(Pi) ⇠= k(Pi) ⇠= k,

since L(m)⌦ k(Pi) is a one dimensional vector space. Multiplying by suitable scalars we
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may assume that si ⌦ k(Pi) = 1 for all i. Set ai,j := si ⌦ k(Pj). Notice ai,i = 1. Let

⌧ : kr
! kr be the map given by the matrix M = (ai,j)ri,j=1. Let s =

P
r

i=1 bisi, where

bi 2 k. Then s is a global section of L(m). Let Li be the linear forms a1,ix1 + · · · ar,ixr

for 1  i  r. Notice Li 6= 0, since ai,i = 1. Hence each Z(Li) is a hyperplane in Ar

k
.

Notice s ⌦ k(Pi) = 0 , (b1, · · · , br) 2 Z(Li). Since k is algebraically closed and since

each Z(Li) ⇢ Ar

k
is a hyperplane, [r

i=1Z(Li) ( Ar

k
. Let (b1, · · · , br) 2 Ar

k
\ [

r

i=1Z(Li).

Then s ⌦ k(Pi) 6= 0, i.e., s ⌦ k(Pi) is a unit for all i. Define the map � : OY

·s
�! L(m).

Let K = Ker� and C = Coker�. So we have the exact sequence

0 ! K ! OY

·s
�! L(m) ! C ! 0. (16)

Since s⌦ k(Pi) is a unit for all i, �Pi is an isomorphism for all i. Hence KPi = CPi = 0,

i.e., K and C are not supported on {Pi}
r

i=1. Thus SuppK and Supp C are proper closed

subsets of Y . Therefore K and C are finitely supported on Y . Hence by Corollary 2.2.2,

there exist constants c1, c2 2 k such that �K(l) = c1 and �C(l) = c2 for all l 2 Z.

Twisting by n�m and taking the Euler characteristics of the sheaves in (16) we get

�L(n) = �OY (n�m)+�C(n�m)��K(n�m) = (deg Y )(n�m)+1� pa(Y )+ c2� c1.

Set c := �m deg Y + 1� pa(Y ) + c2 � c1. Then �L(n) = n deg Y + c, 8n 2 Z.
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Lemma 3.2.2. Let L be a vector bundle on a nonsingular connected curve Y ⇢ P3.

Then there exists a constant c 2 Z such that

�L(n) = n(rankL) deg Y + c, 8n 2 Z.

Proof. Let ⌘ be the generic point of Y and let m 2 N be such that L(m) is generated by

global sections. Then at the stalk at ⌘ we have the isomorphism

O
r

Y,⌘

⇠
�! L⌘(m),

where r = rankL. Hence there exist global sections {si}ri=1 of L(m) such that {si,⌘}ri=1

generate L⌘(m). Therefore {si}ri=1 defines a map � : Or

Y
! L(m). Let K = Ker� and

C = Coker�. Then we have the exact sequence

0 ! K ! O
r

Y

�

�! L(m) ! C ! 0. (17)

Notice �⌘ is an isomorphism, hence K and C are not supported at the generic point of Y .

Therefore K and C are finitely supported on Y . Hence �K(n) and �C(n) are constants

by Corollary 2.2.2. Twisting by n�m and taking the Euler characteristics of the sheaves

in (17) we get

�L(n) = r�OY (n�m) + �C(n)� �K(n).
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Since �OY (n�m) = (n�m) deg Y + 1� pa(Y ), we have

�L(n) = n(rankL) deg Y + c,

where c = �C(n)� �K(n)� r(m deg Y � 1 + pa(Y )) 2 Z is a constant.

3.3 Cohen-Macaulay curves

In this section we give three equivalent definitions of Cohen-Macaulay curves and prove

their equivalence. We also prove some nice properties of such curves. In particular, we

show that every extension by locally free sheaves of a Cohen-Macaulay curve, having an

integral support, is also a Cohen-Macaulay curve of the same support.

Definition 3.3.1. Let X ⇢ P3 be a curve. The graded S-module H1
⇤
IX is called the

Rao module of X and is denoted by MX .

Proposition 3.3.2. Let X ⇢ P3 be a curve. The following conditions are equivalent.

(a) X has pure dimension 1, i.e., X has no embedded or isolated points.

(b) OX,P is CM of dimension 1 for all closed points P 2 X.

(c) MX has finite length.

Proof. (a))(b): Suppose X has pure dimension 1. Let P 2 X be a closed point. Then

dimOX,P = 1, and hence depthOX,P  1. If depthOX,P = 0 then OX,P has no regular

element. Hence every nonzero element in mX,P is a zerodivisor. Let p1, · · · , pn be the

associated primes of OX,P . Let x 2 mX,P . Then there exists an element u 2 mX,P such
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that u 6= 0 but xu = 0, i.e., x 2 ann(u). Since OX,P is noetherian, by Proposition 2.1.4

we have ann(u) ✓ pi for some i. Thus x 2 pi and hence mX,P ✓ [
n

i=1pi. Hence by the

prime avoidance lemma [2, Proposition 1.11 (i)] we have mX,P ✓ pi, i.e., mX,P = pi for

some i. Thus mX,P is an associated prime of OX,P . Since dimOX,P = 1, mX,P is not a

minimal prime. Therefore mX,P is an embedded associated prime of OX,P , i.e., P is an

embedded point of X, which is a contradiction. Therefore depthOX,P = 1 and hence

OX,P is CM of dim 1 for all closed points P 2 X.

(b))(a): Conversely, let OX,P be CM of dimension 1 for all closed points P 2 X. Then

P is not an isolated point of X, for otherwise dimOX,P = 0. Suppose P is an embedded

point of OX,P . Then there exist u 2 OX,P such that u 6= 0 and ann(u) = mX,P . But

then every element of mX,P is a zerodivisor, i.e., OX,P has no regular element. Therefore

depthOX,P = 0, which contradicts the fact that OX,P is CM of dimension 1. Thus P

is not an embedded point and hence X has no embedded or isolated points, i.e., X has

pure dimension 1.

(a))(c): Suppose X has pure dimension 1. Since IX is a coherent sheaf on X, by Serre’s

theorem [18, III, Theorem 5.2 (b)] we have H1
IX(n) = 0 for n � 0. So it remains

to show that H1
IX(n) = 0 for n ⌧ 0. Notice proj dimSX  4 by the Hilbert Syzygy

Theorem [11, Corollary 19.7]. Hence proj dim IX  3. Let

0 ! L3 ! L2 ! L1 ! L0
⌧
�! IX ! 0 (18)

be a minimal free resolution of IX and let E = Ker ⌧ . From (18) we get the exact
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sequence

0 ! E ! L0 ! IX ! 0. (19)

Sheafifying (19) we get the exact sequence

0 ! E ! L0 ! IX ! 0, (20)

where E = eE and L0 = fL0. Localizing (20) at a closed point P 2 X we get the exact

sequence

0 ! EP ! L0,P ! IX,P ! 0. (21)

By the Auslander-Buchsbaum Theorem [26, Theorem 19.1] we have

proj dimOX,P + depthOX,P = depthOP3,P . (22)

Notice both OP3,P and OX,P are CM rings. Hence depthOP3,P = dimOP3,P = 3 and

depthOX,P = dimOX,P = 1. Therefore proj dimOX,P = 2. We have the exact sequence

0 ! IX,P ! OP3,P ! OX,P ! 0. (23)

Let N be an OP3,P -module. Applying Hom(�, N) to (23) we get the long exact sequence

· · · ! Ext 2(OP3,P , N) ! Ext 2(IX,P , N) ! Ext 3(OX,P , N) ! · · · . (24)

Since proj dimOX,P = 2, Ext 3(OX,P , N) = 0 by [26, § 19, Lemma 2]. On the other hand,
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OP3,P is free and hence projective. Therefore Ext 2(OP3,P , N) = 0 by [20, Proposition

7.2]. Thus we get Ext 2(IX,P , N) = 0 and hence proj dim IX,P  1 by [26, § 19, Lemma

2]. Similarly, applying Hom(�, N) to (21) and using the fact that proj dim IX,P  1,

we have proj dim EP = 0, i.e., EP is a free OP3,P -module. Hence E is locally free by

[18, II, Exercise 5.7 (b)]. Therefore by the Serre Duality Theorem [18, III, Theorem

7.6 (b)(ii)], H2(P3, E(n)) = 0 for n ⌧ 0. Twisting by n and taking the long exact

cohomology sequence of (20), we get H1(P3, IX(n)) ⇠= H2(P3, E(n)) for all n. Hence

H1(P3, IX(n)) = 0 for n ⌧ 0. Therefore MX has finite length.

(c))(a): Suppose MX has finite length. Let Y be the largest subcurve of X having pure

dimension 1, i.e., Y is obtained by removing all the embedded and isolated points of X.

We will show that Y = X, i.e., X has pure dimension 1. Suppose on the contrary that

Y ( X. Let IY |X be the ideal sheaf of Y in X. Then we have the exact sequence

0 ! IX ! IY ! IY |X ! 0. (25)

Twisting by �n and taking the long exact cohomology sequence in (25) we get the exact

sequence

H0
IY (�n) ! H0

IY |X(�n) ! H1
IX(�n) ! H1

IY (�n) ! 0. (26)

Since Y has pure dimension 1, MY has finite length and hence H1
IY (�n) = 0 for n � 0.

On the other hand, H0
⇤
IY is the total ideal IY of Y . Hence H0

IY (�n) = 0 for n > 0.

Therefore from (26) we see that H0
IY |X(�n) ⇠= H1

IX(�n) for n � 0. Since IY |X is

supported on a finite set, IY |X(�n) ⇠= IY |X by Lemma 2.2.1. Therefore H0
IY |X(�n) 6= 0

29



for n � 0. Hence H1
IX(�n) 6= 0 for n � 0, which contradicts the fact that MX has

finite length. Therefore Y = X and hence X has pure dimension 1.

Definition 3.3.3. A curve in P3 is called Cohen-Macaulay (CM henceforth) if it satisfies

any one of the three equivalent conditions in Proposition 3.3.2.

Example 3.3.4. Letm � n be integers and letW ⇢ P3 be the closed subscheme given by

the total ideal IW = (x, y, z)m \ (x, yn). Notice (x, y, z) is an embedded associated prime

of IW . Hence (x, y, z)m defines an embedded point on W at (0, 0, 0, 1) of multiplicity m.

Hence W is not a CM curve by Proposition 3.3.2. Throwing away these embedded points

we get a CM curve Z ⇢ P3 with total ideal IZ = (x, yn). Notice, Z is the largest CM

curve contained in W . This is an example of a Cohen-Macaulay filtration which we will

see in Section 4.2.

Lemma 3.3.5. Let Y ⇢ P3 be an integral curve, F be a locally free sheaf on Y and Z

be a CM curve such that SuppZ = Y . If W ⇢ P3 is a closed subscheme such that the

sequence

0 ! IW ! IZ ! F ! 0 (27)

is exact, then W is a CM curve with SuppW = Y .

Proof. From (27) we get the commutative diagram

0 // IW� _

✏✏

// OP3 // OW

✏✏

// 0

0 // IZ

✏✏✏✏

// OP3 // OZ
// 0.

F

(28)
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Applying the snake lemma to (28) we get the exact sequence

0 ! F ! OW ! OZ ! 0.

Let P 2 P3 be a closed point. Then at the stalk at P we get the exact sequence

0 ! FP ! OW,P ! OZ,P ! 0. (29)

Notice SuppF = Y , since F is locally free on Y . Therefore OW,P 6= 0 , OZ,P 6= 0, i.e.,

SuppW = SuppZ = Y .

Now let P be a closed point of Y . Since Y is integral, it is CM. Hence depthOY,P = 1.

Let z 2 OY,P be a regular element. Since Z is supported on Y , IZ,P ⇢ IY,P and hence

there exists a surjection OZ,P ⇣ OY,P . Let u 2 OZ,P be such that u 7! z under this

surjection. Notice if u = 0 then z = 0, which contradicts the regularity of z in OY,P .

Hence u 6= 0. Now if u is a zerodivisor in OZ,P then there exists a nonzero element

a 2 OZ,P such that au = 0 in OZ,P . Since Y is integral, IY,P is a prime ideal in OP3,P .

Hence IZ,P is IY,P -primary, since
p
IZ,P = IY,P . Since au 2 IZ,P but a /2 IZ,P , we

therefore have un
2 IZ,P for some n 2 N. Thus u is nilpotent in OZ,P and hence z is

nilpotent in OY,P , which contradicts the regularity of z in OY,P . Therefore u is regular

in OZ,P . From (29) we have the surjection OW,P ⇣ OZ,P . Let v 2 OW,P be such that

v 7! u under this surjection. Notice if v = 0 then u = 0, which contradicts the regularity

31



of u in OZ,P . Therefore v 6= 0. From (29) we get the commutative diagram

0 // FP

�P

✏✏

// OW,P

·v

✏✏

// OZ,P

·u

✏✏

// 0

0 // FP
// OW,P

// OZ,P
// 0,

(30)

where �P is the restriction of the map ·v on FP . Notice Ker(·u) = 0, since u is regular in

OZ,P . Also ·v is not the zero map, since v 6= 0. Since F is locally free on Y , there exists

an integer r 2 N such that FP
⇠= O

r

Y,P
. Then �P is given by the r ⇥ r diagonal matrix

0

BBBBBBBBBB@

z 0 · · · 0

0 z · · · 0

...
...

...

0 0 · · · z

1

CCCCCCCCCCA

.

Hence det�P = zr. Since z is regular in OY,P , det�P = zr 6= 0 and hence Ker�P = 0.

Applying the snake lemma to (30) we therefore have Ker(·v) = 0. Thus if vw = 0 for

some w 2 OW,P then w = 0. Therefore v is regular in OW,P and depthOW,P � 1. Since

depthOW,P  dimOW,P = 1, we have depthOW,P = 1. Thus OW,P is CM of dimension

1. Since P 2 Y was arbitrary, W is a CM curve by Proposition 3.3.2. Thus W is a CM

curve with SuppW = Y .

Proposition 3.3.6. Let X ⇢ P3 be a CM curve. If I is an ideal sheaf in OX that is not

supported at any generic point of X, then I = 0.

Proof. Let Y be the closed subscheme of X defined by the ideal sheaf I. Then we have
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the exact sequence

0 ! I ! OX ! OY ! 0.

Let P 2 X be a closed point. At the stalk at P we get the exact sequence

0 ! IP ! OX,P ! OY,P ! 0.

Since X is CM, OX,P is a CM ring of dimension 1. Set I := IP and A = OX,P . Since I

is not supported at any generic point of X, Iq = 0 for all minimal primes q of A. Since A

is CM, it has no embedded associated prime. Hence by Lemma 2.1.6, I = 0, i.e., IP = 0

for all closed points P 2 X. Therefore I = 0.

Corollary 3.3.7. Let X ⇢ P3 be an irreducible CM curve. If U is an open set such that

X \ U is nonempty, then X = X \ U .

Proof. Let Y = X \ U . Then Y is a closed subscheme of X. Notice Y is dense in X,

since X \ U 6= ?. Hence X \ Y consists of finitely many points, since X is irreducible.

Let I be the ideal sheaf of Y in X. Then Supp(I) ✓ X \Y , i.e., I is not supported at the

generic point of X. Hence I = 0 by Proposition 3.3.6. Therefore X = Y = X \ U .

Corollary 3.3.8. Let X,X 0
⇢ P3 be irreducible CM curves. Then X = X 0 if and only

if X \ U = X 0
\ U for some open set U such that X \ U and X 0

\ U are nonempty.

Proof. If X = X 0 then of course X \ U = X 0
\ U for all open sets U . Conversely, let U

be an open set such that X \ U and X 0
\ U are nonempty with X \ U = X 0

\ U . Then

by Corollary 3.3.7 X = X \ U = X 0 \ U = X 0.
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4 Multiplicity structures on curves in P3

In this chapter we describe general behaviors of multiplicity structures on nonsingular

connected curves in P3 having generic embedding dimension 2. In Sections 4.1 � 4.3

we extend the theory of Bănică and Forster [3] from complex analytic three manifolds

to P3
k
over an arbitrary but algebraically closed field k. In particular, we give rigorous

proofs of their claims and statements. In Section 4.4 we give an independent proof of

Ferrand’s construction of doubling a locally complete intersection curve in the context

of nonsingular connected curves in P3. We also prove that every Cohen-Macaulay dou-

ble structure on nonsingular connected curves in P3 arises from this construction. In

Section 4.5 we describe the singularities and class groups of general surfaces containing

multiplicity structures, following the works of Brevik and Nollet [6].

4.1 Primitive extensions

In this section we describe multiplicity structures on nonsingular connected curves in P3

having embedding dimension at most 2 at every point.

Definition 4.1.1. Let Y ⇢ P3 be a nonsingular connected curve. A multiplicity structure

on Y , or an extension of Y , is a CM curve Z ⇢ P3 such that SuppZ = SuppY . The

multiplicity of Z is defined by degZ/ deg Y and is denoted by mult(Z). We say Z is

a multiplicity m-structure on Y or an m-extension of Y if mult(Z) = m. If Z is a

1-extension of Y , i.e., if Y = Z, then we say Z is a trivial extension of Y .

Example 4.1.2. Let Y ⇢ P3 be the line with IY = (x, y) and Z ⇢ P3 be the closed

subscheme with IZ = (x, yn) for some n 2 N. Then Z is a multiplicity n-structure on Y .
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Lemma 4.1.3. Let Y ⇢ P3 be a nonsingular curve and let P 2 Y be a closed point.

Then there exists a regular system of parameters {x, y, z} inOP3,P such that IY,P = (x, y).

Moreover, if there exists a regular element x0
2 OP3,P such that x0

2 IY,P but x0 /2 m2
P3,P

,

then there exists a regular system of parameters {x0, y, z} in OP3,P with IY,P = (x0, y).

Proof. We have the exact sequence

0 ! IY,P ! OP3,P ! OY,P ! 0. (31)

Since Y is nonsingular, OY,P is a regular local ring and hence a complete intersection ring

by Corollary 2.1.15. Therefore by Corollary 2.1.17, the minimal number of generators of

IY,P is dimOP3,P � dimOY,P = 3 � 1 = 2. Let k(P ) = OP3,P/mP3,P be the residue field

at P . Then dim IY,P ⌦ k(P ) = 2 by Nakayama’s lemma [2, Proposition 2.8]. From (31)

we get the exact sequence

0 ! IY,P ! mP3,P ! mY,P ! 0. (32)

Tensoring (32) with k(P ) we get the exact sequence

IY,P ⌦ k(P ) ! mP3,P/m
2
P3,P ! mY,P/m

2
Y,P

! 0. (33)

Let KP = Ker(mP3,P/m2
P3,P

! mY,P/m2
Y,P

). Since (33) is exact in the middle, KP is equal

to the image of IY,P⌦k(P ). Hence there exists a surjection µP : IY,P⌦k(P ) ⇣ KP . Since

Y is nonsingular, dimmY,P/m2
Y,P

= 1 and hence dimKP = 2. Thus µP is a surjection of
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two-dimensional vector spaces, hence is an isomorphism and therefore IY,P ⌦k(P ) ⇠= KP .

Hence (33) is left exact. Combining (32) and (33) we get the commutative diagram

m2
P3,P� _

✏✏

// m2
Y,P� _

✏✏

// 0

0 // IY,P

✏✏✏✏

// mP3,P

✏✏✏✏

// mY,P

✏✏✏✏

// 0

0 // IY,P ⌦ k(P ) // mP3,P/m2
P3,P

// mY,P/m2
Y,P

// 0.

(34)

Let {x, y, z} be a regular system of parameters in OP3,P . Then {x̄, ȳ, z̄} is a basis of

mP3,P/m2
P3,P

, where x̄, ȳ, z̄ are the images of x, y, z in mP3,P/m2
P3,P

respectively. By a

change of basis of mP3,P/m2
P3,P

, if necessary, we may assume that z̄ is a basis of mY,P/m2
Y,P

.

Then z generates mY,P by Nakayama’s lemma [2, Proposition 2.8]. Let �P denote the

map mP3,P ! mY,P in (32). Then �P (x) = az,�P (y) = bz and �P (z) = z for some

a, b 2 OP3,P . Let x0 = x�az, y0 = y� bz. Let x̄0, ȳ0 be the images of x0, y0 in mP3,P/m2
P3,P

.

Then

A

0

BBBBBB@

x̄

ȳ

z̄

1

CCCCCCA
=

0

BBBBBB@

x̄0

ȳ0

z̄

1

CCCCCCA
, where A =

0

BBBBBB@

1 0 �a

0 1 �b

0 0 1

1

CCCCCCA
.

Notice A is invertible and hence {x̄0, ȳ0, z̄} is a basis of mP3,P/m2
P3,P

, i.e., {x0, y0, z} is a

regular system of parameters in OP3,P . Making this change of basis we therefore have

�P (x0) = �P (y0) = 0. Thus (x0, y0) ⇢ IY,P and hence x̄0, ȳ0 2 IY,P ⌦ k(P ). Since x̄0 and ȳ0

are linearly independent and since dim IY,P ⌦ k(P ) = 2, {x̄0, ȳ0} is a basis of IY,P ⌦ k(P ).

Therefore {x0, y0} is a minimal basis of IY,P by Nakayama’s lemma [2, Proposition 2.8].
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Hence IY,P = (x0, y0). Denoting x0 by x and y0 by y we get IY,P = (x, y).

Now suppose x0 is a regular element in OP3,P such that x0
2 IY,P but x0 /2 m2

P3,P
. Let

x̄0 be the image of x0 in mP3,P/m2
P3,P

. Then x̄0
6= 0. Hence x̄0 is a basis element of

Ker(mP3,P/m2
P3,P

! mY,P/m2
Y,P

) in (34). Let y0, z 2 mP3,P be such that {x̄0, ȳ0} is a basis

of Ker(mP3,P/m2
P3,P

! mY,P/m2
Y,P

) and z̄ is a basis of mY,P/m2
Y,P

, where ȳ0 and z̄ are

the images of y0 and z in mP3,P/m2
P3,P

. Then {x̄0, ȳ0, z̄} is a basis of mP3,P/m2
P3,P

and

hence {x0, y0, z} is a regular system of parameters in OP3,P . Let �P denote the map

mP3,P ! mY,P in (32). Then �P (x0) = 0,�P (y0) = cz and �P (z) = z for some c 2 OP3,P .

Let y = y0 � cz. Then by the same argument in the previous paragraph, {x0, y, z} is a

regular system of parameters in OP3,P with IY,P = (x0, y).

Corollary 4.1.4. Let Y ⇢ P3 be a nonsingular curve and let P 2 Y be a closed point.

If IY,P = (ex, ey) for some ex, ey 2 OP3,P then there exist an open a�ne neighborhood U of

P and x, y 2 OU such that IY |U = (x, y) and xP = ex, yP = ey.

Proof. Let V = SpecA be an open a�ne neighborhood of P and let p be the prime ideal

in A corresponding to P . Let mp denote the maximal ideal in Ap. Then ex, ey 2 mp. So

there exist x, y 2 A and a, b 2 A\p such that ex = x/a and ey = y/b. Let  : A2
ab
! IY |Vab

be the map given by the matrix

✓
x y

◆
, where Vab = SpecAab. Let C = Coker . Then

Cp = 0, since  p is a surjection. Let {c1, · · · , cr} be a generating set for C. Then there

exist s1, · · · , sr 2 A \ p such that sici = 0 for 1  i  r. Hence  s : A2
abs

! IY |Vabs
is a

surjection, where s = ⇧r

i=1si and Vabs = SpecAabs. Let U = Vabs. Then IY |U = (x, y).

Moreover, xP = xp = ex and yP = yp = ey.
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Definition 4.1.5. Let Z be a multiplicity structure on a nonsingular connected curve

Y . Then Z is a primitive extension of Y if embdimP Z  2 for all closed points P 2 Y .

Lemma 4.1.6. Let Z ⇢ P3 be a curve and let P 2 Z be a closed point. Then

embdimP (Z)  2 if and only if there exists a regular system of parameters {x, y, z}

in OP3,P such that x 2 IZ,P . Moreover, in that case there exists an open a�ne neighbor-

hood U of P such that x 2 OU and the ideal (x) defines a nonsingular surface F ⇢ U

with IF = (x) ⇢ IZ|U .

Proof. We have the commutative diagram

m2
P3,P� _

✏✏

// m2
Z,P� _

✏✏

// 0

0 // IZ,P

✏✏✏✏

// mP3,P

✏✏✏✏

// mZ,P

✏✏✏✏

// 0

0 // KP
// mP3,P/m2

P3,P
// mZ,P/m2

Z,P
// 0,

(35)

where KP = Ker(mP3,P/m2
P3,P

! mZ,P/m2
Z,P

). Let embdimP (Z)  2. If embdimP Z = 1

thenOZ,P is a regular local ring of dimension 1. Hence by Lemma 34, there exists a regular

system of paramenters {x, y, z} in OP3,P such that IZ,P = (x, y) and hence x 2 IZ,P . Now

suppose embdimP Z = 2. Let {x, y, z} be a regular system of parameters in OP3,P . Then

{x̄, ȳ, z̄} is a basis of mP3,P/m2
P3,P

, where x̄, ȳ, z̄ are the images of x, y, z in mP3,P/m2
P3,P

respectively. By a change of basis of mP3,P/m2
P3,P

, if necessary, we may assume that

{ȳ, z̄} is a basis of mZ,P/m2
Z,P

. Then y and z generate mZ,P by Nakayama’s lemma [2,

Proposition 2.8]. Let �P denote the map mP3,P ! mZ,P in (35). Then there exist

a, b 2 OP3,P such that �P (x) = ay + bz,�P (y) = y and �P (z) = z. Let x0 = x� ay � bz.
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Let x̄0 be the image of x0 in mP3,P/m2
P3,P

. Then

A

0

BBBBBB@

x̄

ȳ

z̄

1

CCCCCCA
=

0

BBBBBB@

x̄0

ȳ0

z̄

1

CCCCCCA
, where A =

0

BBBBBB@

1 �a �b

0 1 0

0 0 1

1

CCCCCCA
.

Notice A is invertible and hence x̄0, ȳ, z̄ is a basis of mP3,P/m2
P3,P

, i.e., {x0, y, z} is a regular

system of parameters ofOP3,P . Making this change of basis we see that �P (x0) = 0. Hence

x0
2 IZ,P . Denoting x0 by x we get x 2 IZ,P .

Conversely, let {x, y, z} be a regular system of parameters in OP3,P such that x 2 IZ,P .

Let x̄ be the image of x in mP3,P/m2
P3,P

. Notice x̄ /2 m2
P3,P

and hence x̄ is a nonzero

element of KP . Therefore dimKP � 1 and hence embdimP (Z) = dimmZ,P/m2
Z,P

 2.

Let V = SpecA be an open a�ne neighborhood of P . Let p be the prime ideal in A

corresponding to the point P . Let mp be the maximal ideal in the local ring Ap. Let

embdimP (Z)  2. Then x 2 IZ,P and hence there exist a 2 IZ(V ) and ⇠ 2 A \ p such

that x = a/⇠. Let E ⇢ V⇠ be the surface defined by the ideal (x). Then IE = (x). We

have the commutative diagram

0 // IE,P
// mP3,P

✏✏✏✏

// mE,P

✏✏✏✏

// 0

mP3,P/m2
P3,P

// mE,P/m2
E,P

// 0.

(36)

Let x̄ be the image of x in mP3,P/m2
P3,P

. Since IE,P = (x), x̄ 7! 0 2 mE,P/m2
E,P

. Therefore

dimmE,P/m2
E,P

= 2 and hence E is nonsingular at P . By [18, II, Corollary 8.16], there
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exists an open dense set V 0
⇢ V⇠ such that E \ V 0 is nonsingular. Let U = V 0 and

F = E \ V 0. Then F ⇢ U is a nonsingular surface with IF = (x) ⇢ IZ|U .

The following lemma has been taken from a series of lectures given by Scott Nollet at

our algebraic geometry seminar in TCU.

Lemma 4.1.7. Let Y ⇢ Z ⇢ F be such that F is a nonsingular a�ne surface, Y is a

nonsingular connected curve and Z is a multiplicity n-structure on Y . Then IZ = Id
Y
for

some d 2 N, where IY and IZ denote the ideals of Y and Z in F respectively.

Proof. Let F = SpecA. Notice Y is a c.i., since it is nonsingular. Hence IY is generated

by codim(Y, F ) = 1 element. Let IY = (f) for some f 2 A. Let IZ = (a1, · · · , as), where

ai 2 A. Since IZ ⇢ IY , f | ai for all i. Let d be the largest integer such that fd
| ai for all

i. Then fd+1 - ai for some i. Without loss of generality we may assume that fd+1 - a1.

Let ai = fdbi. Then IZ = (fd)b, where b = (b1, · · · , bs). Notice f - b1. We will show

that b = A. Suppose on the contrary that b 6= A. Then 1 /2 b and hence fd /2 IZ . Let

IZ = \
n

j=1qj be a primary decomposition of IZ . Since Z is CM, IZ has no embedded

associated prime. Therefore
p
qj = (f) for all j, since SuppZ = Y and Y is connected.

Since fdb1 2 IZ but fd /2 IZ , there exists j0 such that fdb1 2 qj0 but fd /2 qj0 . Since qj0

is primary we therefore have bm1 2 qj0 for some m 2 N. Hence b1 2 (f), since
p
qj0 = (f).

But then f | b1, which is a contradiction. Therefore b = A and hence IZ = (fd) = Id
Y
.

Proposition 4.1.8. Let Z be a multiplicity n-structure on a nonsingular connected

curve Y ⇢ P3. Then Z is a primitive extension of Y if and only if for each closed point

P 2 Y there exist an open a�ne neighborhood U of P and x, y 2 OU such that the ideal

(x) defines a nonsingular surface F ⇢ U with IF = (x), IY |U = (x, y) and IZ|U = (x, yn).
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Proof. Let Z be a primitive extension of Y and let P 2 Y be a closed point. Hence

embdimP (Z)  2. By Lemma 4.1.6, there exists a regular system of parameters {x, y0, z0}

in OP3,P such that x 2 IZ,P . Moreover, there exists an open a�ne neighborhood U1 of

P such that x 2 OU1 and the ideal (x) defines a nonsingular surface F 0
⇢ U1 with

IF 0 = (x) ⇢ IZ|U1 . We have x 2 IY,P , since IZ,P ⇢ IY,P . Notice x /2 m2
P3,P

, since

{x, y0, z0} is a regular system of parameters in OP3,P . Therefore by Lemma 4.1.3, there

exists a regular system of parameters {x, y, z} in OP3,P such that IY,P = (x, y). Hence by

Proposition 4.1.4, there exists an open a�ne neighborhood U2 of P such that x, y 2 OU2

and IY |U2 = (x, y). Let U = U1\U2 and F = F 0
\U . Then IY |U = (x, y) and F ⇢ U is a

nonsingular a�ne surface with IF = (x) ⇢ IZ|U . It remains to show that IZ|U = (x, yn).

Let IY |F and IZ|F denote the ideal sheaves of Y and Z in F respectively. Then IY |F = (y)

and hence IZ|F = (yd) for some d 2 N by Lemma 4.1.7. Therefore IZ|U = (x, yd). Since

U is a nonempty open set, Y \ U is dense in Y . Hence Y \ (Y \ U) has finitely many

points. Therefore a general plane will miss every point of Y \ (Y \ U). Let H ⇢ P3

be a plane such that Y \ H = {Qi}
r

i=1 ⇢ U and H intersects Y transversely at each

Qi. Let Q 2 {Qi}
r

i=1. Then IH,Q = (h) for some h 2 OU . Notice {x, y, h} is a regular

sequence in OP3,Q since H intersects Y transversely at Q. We have IY \H,Q = (x, y, h)

and IZ\H,Q = (x, yd, h). Therefore IY \H,Q has the filtration

IZ\H,Q = (x, yd, h) ⇢ (x, yd�1, h) ⇢ · · · ⇢ (x, y, h) = IY \H,Q
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and hence we have the exact sequences

0 !
(x, ym, h)

(x, ym+1, h)
!

OP3,Q

(x, ym+1, h)
!

OP3,Q

(x, ym, h)
! 0, (37)

where 1  m  d�1. Notice mQ annihilates (x, ym, h)/(x, ym+1, h), where mQ = (x, y, h)

is the maximal ideal in OP3,Q. Hence (x, ym, h)/(x, ym+1, h) is a k(Q)-vector space,

where k(Q) = OP3,Q/mQ is the residue field at Q. Also notice (x, ym, h)/(x, ym+1, h)

is generated by a single element, i.e., by the image of ym in OP3,Q/(x, ym+1, h). There-

fore dim(x, ym, h)/(x, ym+1, h) = 1 for all m. Since OP3,Q/(x, y, h) = k(Q), we have

dimOP3,Q/(x, y, h) = 1 and hence dimOP3,Q/(x, yd, h) = d by induction on m. Therefore

l(Z \H) =
rX

i=1

dim
OP3,Qi

(x, yd, h)
=

rX

i=1

d = d
rX

i=1

1 = d
rX

i=1

dim
OP3,Qi

(x, y, h)
= d · l(Y \H),

where l(Z \ H) and l(Y \ H) denote the lengths of Z \ H and Y \ H respectively.

Therefore degZ = d · deg Y by Proposition 3.1.3. Since mult(Z) = n, we have d = n.

Thus IY |U = (x, y) and IZ|U = (x, yn).

Conversely, let for each closed point P 2 Y there exist an open a�ne neighborhood U

of P and x, y 2 OU such that the ideal (x) defines a nonsingular surface F ⇢ U with

IF = (x), IY |U = (x, y) and IZ|U = (x, yn). Then x 2 IZ,P and hence embdimP (Z)  2

by Lemma 4.1.6. Therefore Z is a primitive extension of Y .

Remark 4.1.9. From Proposition 4.1.8 we see that every primitive extension of a non-

singular connected curve in P3 is a locally complete intersection.
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Corollary 4.1.10. Let Z be a primitive n-extension of a nonsingular connected curve

Y ⇢ P3 and let Zj ✓ Z be a multiplicity j-structure on Y . Then for each closed

point P 2 Y there exist an open a�ne neighborhood U of P and x, y 2 OU such that

IZj = (x, yj). Moreover, Zj is the unique multiplicity j-structure on Y contained in Z.

Proof. Let P 2 Y be a closed point. Since Z is a primitive n-extension of Y by

Proposition 4.1.8, there exist an open a�ne neighborhood U of P and x, y 2 OU

such that IF = (x), IY |U = (x, y) and IZ|U = (x, yn). Since Y ✓ Zj ✓ Z, we have

(x, yn) ✓ IZj |U ✓ (x, y) and hence x 2 IZj |U . Therefore Zj is a primitive j-extension

of Y by Lemma 4.1.6 and hence IZj |U = (x, yj) by Lemma 4.1.8. Now if Z 0

j
is an-

other multiplicity j-structure of Y contained in Z then by the same analysis we get

IZ
0
j |U

= (x, yj) = IZj |U , i.e., Z
0

j
\ U = Zj \ U . Therefore Z 0

j
= Zj by Corollary 3.3.8.

Hence Zj is the unique multiplicity j-structure of Y contained in Z.

Remark 4.1.11. From Corollary 4.1.10 we see that if Z is a primitive n-extension of

a nonsingular connected curve Y ⇢ P3, then Z has a unique filtration by the primitive

j-extensions Zj ⇢ Z of Y .

4.2 Cohen-Macaulay filtrations

Although primitive extensions are the nicest extensions, most multiplicity structures are

not primitive. To deal with general kinds of extensions Bănică and Forster introduced

the notion of Cohen-Macaulay filtration, which we describe next.

Let Z be a CM multiplicity structure on a nonsingular connected curve Y ⇢ P3. Let Y (j)

be the jth-infinitesimal neighborhood of Y , where I
Y (j) = I

j

Y
. Then I

Z\Y (j) = IZ + I
j

Y
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is the ideal sheaf of the intersection Z \ Y (j). Let \
n

i=1Qi be a primary decomposition

of IZ\Y (j) . Let Pi =
p
Qi be the associated primes of IZ\Y (j) . Notice, Z \ Y (j) has an

embedded point if and only if Pi is an embedded prime for some i. Throwing away all the

embedded primary components of I
Z\Y (j) we obtain a unique ideal Ij, by [2, Corollary

4.11]. Let Zj be the subscheme defined by the ideal sheaf Ij. Then Zj has no embedded

or isolated point and hence is CM by Proposition 3.3.2. By construction, Zj is the largest

CM curve contained in Z\Y (j) and hence is uniquely determined by the jth-infinitesimal

neighborhood Y (j) of Y . Now if Zj ( Z for all j 2 N then degZ > degZj � j deg Y � j

for all j 2 N, i.e., degZ = 1, which is impossible. Hence there exists a positive integer

n such that Zj = Z for all j � n. Thus we get a flitration of Z by CM curves as follows:

Y = Z1 ⇢ · · · ⇢ Zn = Z. (38)

Definition 4.2.1. We call (38) the Cohen-Macaulay (CM henceforth) filtration of Z.

Notation 4.2.2. Let �j denote the set of embedded points in Z\Y (j). Then dim�j = 0

and Zj = Z \ Y (j) on Y \�j. In other words, IZj = IZ + I
j

Y
on Y \�j. Set � := [

n�1
j=1�j.

Example 4.2.3. Let Y be the line with total ideal IY = (x, y) and let Z be the multi-

plicity n-structure on Y with total ideal IZ = (x, yn). If Zj is the jth CM filtrant of Z,

then IZj = (x, yj).

Example 4.2.4. Let Y ⇢ P3 be the line given by IY = (z, w). Let Z ⇢ P3 be the curve

given by IZ = (z2, yz � w2). Notice IZ ⇢ IY , hence
p
IZ ⇢

p
IY = IY . On the other

hand, z 2
p
IZ since z2 2 IZ . Therefore w 2

p
IZ , hence IY ⇢

p
IZ , i.e.,

p
IZ = IY .
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Notice Z is CM, since it is a complete intersection. Thus Z is a CM multiplicity 4-

structure on Y .

We have IZ + I
3
Y
= (z2, yz � w2, w3) ✓ a \ b, where a = (y, z2, w), b = (yz � w2, zw, z2)

are primary ideals. Let Z3 be the subscheme defined by the total ideal IZ3 = b. Then

IZ3 has the S-resolution

0 ! S(�3)2

0

BBBBBBBBBBBB@

z 0

w z

�y �w

1

CCCCCCCCCCCCA

��������! S(�2)3

0

@yz � w2 zw z2
1

A

���������������! IZ3 ! 0. (39)

From (39) we see that Z3 is ACM and hence CM. Sheafifying (39) and augmenting by

OP3 , we get the exact sequence

0 ! OP3(�3)2 ! OP3(�2)3 ! OP3 ! OZ3 ! 0. (40)

Twisting by 1 and taking the Euler characteristics of the sheaves in (40) we get �OZ3(1) =

�OP3(1)�3�OP3(�1)+2�OP3(�2). Similarly, �OZ3 = �OP3 �3�OP3(�2)+2�OP3(�3).

Notice n < 0 ) h0
OP3(n) = 0 and n � �3 ) h3

OP3(n) = 0. Hence �OZ3(1) =

h0
OP3(1) = 4 and �OZ3 = h0

OP3 = 1. Therefore degZ3 = �OZ3(1) � �OZ3 = 3. Hence

Z3 is a CM triple structure on Y contained in Z. Since CM filtration is unique, Z3 is the

3rd CM filtrant of Z. Notice a yields an embedded point at the origin since
p
a = (y, z, w).

Similarly, IZ+I
2
Y
= (yz, z2, zw, w2) ✓ p\q, where p = (y, z, w)2, q = (z, w2) are primary

ideals. As above, p yields an embedded point at the origin since
p
p = (y, z, w). Let Z2
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be the curve defined by the total ideal IZ2 = q. Then Z2 is a complete intersection and

hence CM. Also Z2 is supported on Y with degZ2 = 2. Therefore Z2 is the 2nd CM

filtrant of Z and hence Y = Z1 ⇢ Z2 ⇢ Z3 ⇢ Z4 = Z is the CM filtration of Z.

Proposition 4.2.5. Let Z be a CM multiplicity structure on a nonsingular connected

curve Y ⇢ P3 with the CM filtration Y = Z1 ⇢ · · · ⇢ Zn = Z. Set Ij := IZj for

1  j  n and Lj := Ij/Ij+1 for 1  j  n� 1. Then Lj is a quotient sheaf on Zj+1, 8j.

(a) IiIj ✓ Ii+j and each Lj can be considered as an OZi-module. In particular, for

i = 1 we have IY Ij ✓ Ij+1 and each Lj can be considered as an OY -module.

(b) Each Lj is torsion free as an OY -module, hence a vector bundle on Y .

(c) The sequence

0 ! Lj ! OZj+1 ! OZj ! 0

is exact for all j.

(d) The multiplicity of Z is given by

mult(Z) = 1 +
n�1X

j=1

rankLj.

(e) There exist natural maps Li ⌦ Lj ! Li+j for all 1  i, j  n� 1.

Proof. (a) Set �ij := �i [ �j and Kij := (IiIj + Ii+j)/Ii+j. Apart from �ij we have

IiIj = (IZ + I
i

Y
)(IZ + I

j

Y
) ✓ IZ + I

i+j

Y
.
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So the statement holds in Y \ �ij and SuppKij ✓ �ij. Thus Kij is an ideal sheaf in

OZi+j , which is not supported at the generic points of Zj+1. Since Zi+j is a CM curve,

we have Kij = 0 by Proposition 3.3.6. Therefore IiIj ✓ Ii+j. Since Ii+j ✓ Ij+1, each Lj

is annihilated by Ii and hence can be considered as an OZi-module.

(b) Let Fj be the torsion subsheaf of Lj on Y . I.e., Fj is the sheaf associated to the

presheaf

U 7! TorLj(U),

where U is an open subset of Y and TorLj(U) is the torsion submodule of Lj(U). Then

SuppFj is a closed subset of Y . Let ⌘ be the generic point of Y . Then Lj,⌘ is a finitely

generated module over OY,⌘. Since Y is integral, OY,⌘ is a field. Hence Lj,⌘ is a finite

dimensional vector space over the field OY,⌘. Thus Fj,⌘ = (TorLj)⌘ = TorLj,⌘ = 0.

Hence Fj is supported on a proper closed subset of Y . Hence Fj is an ideal sheaf in

OZj+1 , which is not supported at the generic points of Zj+1. Since Zj+1 is CM, we have

Fj = 0 by Proposition 3.3.6. Therefore each Lj is torsion free on Y .

Let P 2 Y be a closed point. Then OY,P is a DVR and hence a PID, since Y is nonsingu-

lar. Hence Lj,P is a finitely generated module over a PID. Now every finitely generated

module over a PID is a direct sum of its torsion submodule and a free submodule [21, The-

orem 3.10]. Therefore Lj,P = Gj,P � Fj,P , where Gj,P is a free OY,P -module and Fj,P is

the stalk at P of the torsion subsheaf Fj of Lj. But Fj = 0 from the previous paragraph

and hence Lj,P is a free OY,P -module. Therefore each Lj is locally free on Y and hence a

vector bundle on Y , since there exists a one-to-one correspondence between locally free

sheaves and vector bundles on a scheme [18, II, Exercise 5.18].
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(c) We have the commutative diagram

0 // Ij+1
//

� _

✏✏

OP3 // OZj+1
//

✏✏✏✏

0

0 // Ij
//

✏✏✏✏

OP3 // OZj
// 0.

Lj

(41)

Applying the snake lemma to (41) we get the exact sequence

0 ! Lj ! OZj+1 ! OZj ! 0. (42)

(d) Twisting by n and taking the Euler characteristics of the sheaves in (42) we get

�OZj+1(n) = �OZj(n) + �Lj(n),

and hence

�OZ(n) = �OY (n) +
n�1X

j=1

�Lj(n). (43)

By Lemma 3.2.2, we have

�Lj(n) = n(rankLj) deg Y + cj, (44)

where cj 2 k is some constant. Combining (43) and (44) we get

�OZ(n) = �OY (n) + n(
n�1X

j=1

rankLj) deg Y +
n�1X

j=1

cj.
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Therefore

n degZ + 1� pa(Z) = n(1 +
n�1X

j=1

rankLj) deg Y + 1� pa(Y ) +
n�1X

j=1

cj. (45)

Equating the coe�cients of n in (45) we see that

degZ = (1 +
n�1X

j=1

rankLj) deg Y,

and hence mult(Z) = 1 +
P

n�1
j=1 rankLj.

(e) Let U be an open a�ne subset of Y . Set Ii := Ii(U). Then Li(U) = Ii/Ii+1. We

define the maps �i,j : Li(U)⇥ Lj(U) ! Ii+j/Ii+j+1 by

(a+ Ii+1, b+ Ij+1) 7! ab+ Ii+j+1,

where a 2 Ii, b 2 Ij. The map is well defined. To show this, suppose (a+ Ii+1, b+ Ij+1) =

(a0+ Ii+1, b0+ Ij+1). Then a� a0 2 Ii+1, b� b0 2 Ij+1. Now a(b� b0) 2 IiIj+1 ⇢ Ii+j+1 and

(a�a)b0 2 Ii+1Ij ⇢ Ii+j+1 by part (a). Therefore ab�a0b0 = a(b� b0)+ (a�a0)b0 2 Ii+j+1

and the map is well-defined. Again by part (a), we have the inclusion maps IiIj ⇢ Ii+j

and hence the inclusion maps ⌧i,j : IiIj/Ii+j+1 ,! Ii+j/Ii+j+1. Let  i,j = ⌧i,j � �i,j. Then

 i,j : Li(U) ⇥ Lj(U) ! Li+j(U) are bilinear maps and hence factor through the tensor

products Li(U)⌦Lj(U). Therefore we get the maps Li(U)⌦Lj(U) ! Li+j(U) given by

(a+ Ii+1)⌦ (b+ Ij+1) 7! ab+ Ii+j+1, where a 2 Ii and b 2 Ij. Gluing these maps we get

the maps Li ⌦ Lj ! Li+j.

49



Remark 4.2.6. From Proposition 4.2.5 (d), we see that if Z is a CM multiplicity struc-

ture on a nonsingular connected curve Y ⇢ P3, then mult(Z) is a positive integer.

Notation 4.2.7. Let Y, Z and Lj be as in Proposition 4.2.5. Set L := L1 and L
j := L

⌦j,

where L
⌦j denotes the jth tensor power of L as an OY -module.

Corollary 4.2.8. Let Z be a primitive extension of a nonsingular connected curve Y .

Let Lj be the vector bundles on Y as in Proposition 4.2.5.

(a) Each Lj is a line bundle on Y .

(b) Let Lj be as in (4.2.7) and let Z2 be the 2nd CM filtrant of Z. Then

L
j ⇠= Lj

⇠= I
j

Y
/IZ2I

j�1
Y

.

Proof. (a) Let P 2 Y be a closed point and let Zj be the jth CM filtrant of Z. By

Corollary 4.1.10, there exist an open a�ne neighborhood U of P and x, y 2 OU such that

IY |U = (x, y) and IZj |U = (x, yj). Hence Lj(U) is generated by a single element, namely

ȳj, where ȳj is the image of yj in OZj+1 . Therefore Lj is a line bundle on Y .

(b) Let  j(U) : Lj(U) ! Lj(U) be the map given by ȳ⌦j
7! ȳj. Notice  j(U) is surjective.

Gluing these maps we get a map of line bundles  j : Lj
! Lj. At the stalk at P we

get the map  j,P : Lj

P
! Lj,P . Notice  j,P is surjective, since U is a neighborhood of

P and  j(U) is surjective. Since Lj,P and LP are line bundles on Y , Lj

P
⇠= OY,P and

Lj,P
⇠= OY,P . Hence  j,P takes the form OY,P

·b
�! OY,P for some b 2 OY,P . Since  j,P

is surjective, b is a unit in OY,P . Therefore  j,P is an isomorphism. Since P 2 Y is

arbitrary,  j is an isomorphism and therefore L
j ⇠= Lj.
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Let Ej = I
j

Y
/IZ2I

j�1
Y

. Let P and U be as above. Then I
j

Y |U
is generated by xj�lyl

and yj, where 0  l  j � 1. Notice xj�lyl 2 IZ2|UI
j�1
Y |U

but yj /2 IZ2|UI
j�1
Y |U

. Therefore

Ej(U) is generated by the class of yj. Let �j(U) : Lj(U) ! Ej(U) be the map given

by ȳj 7! yj + IZ2|UI
j�1
Y |U

. Notice �j(U) is surjective. Glueing these maps we get a map

�j : Lj ! Ej. At the stalk at P we get the map �j,P : Lj,P ! Ej,P . Notice �j,P is

surjective, since U is a neighborhood of P and �j(U) is surjective. Since Lj,P is a line

bundle on Y , �j,P takes the form OY,P

·c
�! Ej,P for some c 2 OY,P . Notice c 6= 0, since

�j,P is surjective. Therefore c is not a zerodivisor, since OY,P is an integral domain. Thus

�j,P is injective and hence an isomorphism for all closed points P 2 Y . Therefore �j is

an isomorphism and Lj
⇠= Ej. Thus Lj ⇠= Lj

⇠= Ej.

4.3 Quasi-primitive and thick extensions

Let Y, Z and Lj be as in Proposition 4.2.5. Let Lj be as in (4.2.7). Then L = IY /IZ2 .

Since I
2
Y

✓ IZ2 , we always have the surjection ⌫Y ⇣ L, where ⌫Y = IY /I2
Y

is the

conormal bundle of Y . Thus rankL  rank ⌫Y = 2. If rankL = 0 then L = 0, hence

IY = IZ , i.e., Y = Z. Therefore for nontrivial extensions we must have 1  rankL  2.

Notice if rankL = 2 then ⌫Y ⇠= L, i.e., I2
Y
= IZ2 and hence Y (2)

⇢ Z.

Definition 4.3.1. Let Z be a CM multiplicity structure on a nonsingular connected

curve Y ⇢ P3. Let L be the vector bundle on Y as above. Then Z is a quasi-primitive

extension of Y if rankL = 1. On the other hand, if rankL = 2, i.e., if Y (2)
⇢ Z then Z

is a thick extension of Y .
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Corollary 4.3.2. Let Z be a CM double structure on a nonsingular connected curve

Y ⇢ P3. Then IY /IZ is a line bundle on Y and Z is a primitive extension of Y .

Proof. Let L = IY /IZ . Notice Y ⇢ Z is the CM filtration of Z. Hence by Proposition

4.2.5, L is a vector bundle on Y with rankL = mult(Z)� 1 = 2� 1 = 1, i.e., L is a line

bundle on Y . By Proposition 4.2.5 (c), we get the exact sequence

0 ! L ! OZ ! OY ! 0.

Let P 2 Y be a closed point. Then at the stalk at P we have the exact sequence

0 ! LP ! OZ,P ! OY,P ! 0

and hence the commutative diagram

0 // mPLP

✏✏✏✏

// mZ,P

✏✏✏✏

// mY,P

✏✏✏✏

// 0

mPLP/m2
P
LP

// mZ,P/m2
Z,P

// mY,P/m2
Y,P

// 0.

Now dimmY,P/m2
Y,P

= 1, since Y is nonsingular. Also dimmPLP/m2
P
LP = 1, since L is

a line bundle on Y . Therefore dimmZ,P/m2
Z,P

 2 and hence Z is primitive.

In the following proposition we give a criterion for a multiplicity structure to be a quasi-

primitive extension based on its generic embedding dimension.
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Proposition 4.3.3. Let Z be a nontrivial CM multiplicity structure on a nonsingular

connected curve Y ⇢ P3. Let � be as in (4.2.2). Then Z is a quasi-primitive extension

of Y if and only if Z \ � is a primitive extension of Y \ �, i.e., embdimP Z = 2 for all

closed points P 2 Y \ �, i.e., Z has generic embedding dimension 2.

Proof. Let Z be a nontrivial quasi-primitive extension of Y . Let Z2 be the 2nd CM

filtrant of Z with the ideal sheaf IZ2 . Then I
2
Y

( IZ2 , since rankL = 1. Therefore

Z2 is a CM double structure on Y . Since Y is nonsingular, Z2 is a primitive extension

of Y by Corollary 4.3.2. Therefore by Proposition 4.1.8, given a closed point P 2 Y

there exist an open a�ne neighborhood U of P and x, y 2 OU such that the ideal (x)

defines a nonsingular surface F ⇢ U with IF = (x), IY |U = (x, y), IZ2|U = (x, y2), where

x, y 2 OU . Now if P /2 � then IZ2|U = IZ|U + I
2
Y |U

. Since x 2 IZ2|U but x /2 I
2
Y |U

, we

must have x 2 IZ|U , i.e., IF ⇢ IZ|U . Therefore we have the surjection OF ⇣ OZ|U and

hence the surjections OF,P ⇣ OZ,P , mF,P ⇣ mZ,P and finally

mF,P/m
2
F,P

⇣ mZ,P/m
2
Z,P

,

where mF,P and mZ,P are the maximal ideals in OF,P and OZ,P respectively. Notice

dimmF,P/m2
F,P

= 2, since F is nonsingular at P . Thus dimmZ,P/m2
Z,P

 2. Notice

dimmZ2,P/m
2
Z2,P

= 2, since Z2 is a double structure on Y . Therefore dimmZ,P/m2
Z,P

� 2

and hence dimmZ,P/m2
Z,P

= embdimP Z = 2 for all P 2 Y \ �, i.e., Z \ � is a primitive

extension of Y \ �.

Conversely, let Z \ � be a primitive extension of Y \ �. Let P 2 Y \ � be a closed point.

Then by Proposition 4.1.8, there exist an open a�ne neighborhood U of P and x, y 2 OU
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such that IY |U = (x, y) and IZ|U = (x, yn), where n = mult(Z). Let Z2 be the 2nd CM

filtrant of Z. Then IZ2|U = (x, y2) by Corollary 4.1.10. Therefore rankL|U = 1, i.e.,

rankL = 1, hence Z is quasi-primitive.

Corollary 4.3.4. Let Z be a CM multiplicity structure on a nonsingular connected curve

Y ⇢ P3. Then Z is a thick extension of Y , embdimP Z = 3 for all closed points P 2 Y .

Proof. Z is a thick extension of Y if and only if Z is not a quasi-primitive extension of

Y if and only if embdimP Z > 2, i.e., embdimP Z = 3 for all closed points P 2 Y .

Proposition 4.3.5. Let Z be a quasi-primitive extension of a nonsingular connected

curve Y ⇢ P3. Let Lj be the vector bundles on Y as in Proposition 4.2.5. Set L := L1

and L
j := L

⌦j, where L
⌦j denotes the jth tensor power of L as an OY -module.

(a) The maps Li ⌦ Lj ! Li+j defined in Proposition 4.2.5 (e) are surjective on Y \ �.

(b) Each Lj is a line bundle on Y , and hence each map L
j
! Lj is injective.

(c) There exist e↵ective Cartier divisors Dj on Y such that Lj = L
j(Dj) with D1 = 0

and Di +Dj  Di+j.

Proof. (a) By Proposition 4.3.3, Z \� is primitive extension of Y \�. Hence Lj ⇠= Lj on

Y \� by Corollary 4.2.8. Therefore Li⌦Lj
⇠= L

i
⌦L

j = Li+j
⇠= Li+j on Y \� and hence

the maps Li ⌦ Lj ! Li+j are surjective on Y \ �.

(b) L is a line bundle on Y by definition of quasi-primitive extension. Hence each L
j is

a line bundle on Y . The maps Lj
! Lj are generically surjective by part (a). Therefore

each Lj is a line bundle on Y . Let P 2 Y be a closed point. Then at the stalk at P the

map L
j
! Lj takes the form OY,P

·b
�! OY,P , where b is some nonzero element of OY,P .
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Notice Ker(·b) = 0, since b 6= 0 and OY,P is a regular local ring, hence an integral domain.

Thus the map L
j

P
! Lj,P is injective for all P 2 Y . Hence the map L

j
! Lj is injective.

(c) Let Fj be the cokernel of the map L
j
! Lj. Then we have the exact sequence

0 ! L
j
! Lj ! Fj ! 0. (46)

Tensoring (46) with L
�1
j

we get the exact sequence

0 ! L
j
⌦ L

�1
j

! OY ! Fj ⌦ L
�1
j

! 0. (47)

The sequence (47) is exact on the left since Y is nonsingular and L
�1
j

is a line bundle on Y .

Notice Lj
⌦L

�1
j

is an ideal sheaf in OY . LetDj be the subscheme of Y defined by the ideal

sheaf Lj
⌦L

�1
j
. Notice SuppDj = SuppFj⌦L

�1
j

and hence Dj ⇢ �, i.e., Dj is supported

on a finite subset of Y . Since Y is nonsingular, OY,P is a regular local ring for all closed

point P 2 Y . Therefore OY,P is a DVR and hence a PID. Hence every closed subscheme

of Y is locally principal, i.e., an e↵ective Cartier divisor. Therefore Dj is an e↵ective

Cariter divisor on Y for all j. Since IDj = OY (�Dj), we have Lj
⌦L

�1
j

⇠= OY (�Dj) and

hence L
j
⌦ L

�1
j
(Dj) ⇠= OY , i.e., Lj

⇠= L
j(Dj). Notice D1 = 0, since L1 = L = L

1.

The maps Li ⌦Lj ! Li+j are surjective on Y \ � by part (a). By the same token, these

maps are injective and the cokernels have finite support which yield e↵ective Cartier

divisors Eij on Y . Hence Li+j
⇠= Li ⌦ Lj(Eij), and therefore by the paragraph above

we have L
i+j(Di+j) ⇠= L

i+j(Di + Dj + Eij). Thus Di+j = Di + Dj + Eij and hence

Di +Dj  Di+j, since Eij � 0.
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Remark 4.3.6. For i  j we have Di  Dj, since Di = Di+(j� i)D1  Dj and D1 = 0.

Definition 4.3.7. Let Y ⇢ Z ⇢ P3 be a quasi-primitive extension and let Lj be the line

bundles on Y , where j = 1, · · · , n� 1. By Proposition 4.3.5 there exist e↵ective Cartier

divisors Dj on Y such that Lj
⇠= L

j(Dj), where L = L1 and D1 = 0. Set di := degDi.

We call (L, d2, d3, · · · , dn�1) the type of the extension.

Example 4.3.8. Let Y ⇢ P3 be the line with total ideal IY = (x, y). Let Z and W be

curves in P3 with total ideals IZ = (x, y2) and IW = (x2, xy, y3, y2z � w2x). Then W

is a quasi-primitive triple structure on Y of type (OY (�1), 2), having Z as the 2nd CM

filtrant. See [29, Proposition 2.1] or [30, Example 2.17] for details.

4.4 Construction of Cohen-Macaulay double structures

In this section we describe the construction of CM double structures on nonsingular

connected curves in P3.

Theorem 4.4.1 (Ferrand). Let Y ⇢ P3 be a l.c.i. curve and ⌫Y = IY /I2
Y
be its conormal

bundle. Let L be a line bundle on Y and � : ⌫Y ⇣ L be a surjection. Then Ker � = IZ/I2
Y

for a CM double structure Z on Y . Moreover, if Z is given by some other line bundle L0

on Y and some surjection �0 : ⌫Y ⇣ L
0, then there exists an isomorphism � : L

⇠
�! L

0

such that �0 = � � �.

Proof. [12, Proposition 2].

Remark 4.4.2. The converse of Proposition 4.4.1 is false in general. For example,

let IY = (x6, y6) and IZ = (x8, y9). Then Y is a complete intersection and Z is a
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double structure on Y . But Z doesn’t arise from Ferrand’s construction, since I
2
Y
6⇢ IZ .

This example was given by Manaresi [23]. In that paper she proved that if Y is a

l.c.i. codimension 2 analytic subspace of a complex manifold with embdimY  dimY +1,

then every l.c.i. double structure on Y arises by Ferrand’s construction. Bănică and

Forster [3, § 1] stated without proof that every CM double structure on a nonsingular

connected curve in complex three manifold can be obtained by this construction.

Next we give an independent proof of Theorem 4.4.1 for nonsingular connected curves in

P3. We also prove that its converse holds in this situation.

Theorem 4.4.3. Let Y ⇢ P3 be a nonsingular connected curve and let ⌫Y = IY /I2
Y

be its conormal bundle. Then the set of CM double structures on Y are in one-to-

one correspondence with the set of pairs (L, �), where L is a line bundle on Y and

� : ⌫Y ⇣ L is a surjection, modulo the equivalence relation: (L, �) ⇠ (L0, �0) if there

exists an isomorphism � : L ! L
0 such that �0 = � � �.

Proof. Let Z be a CM double structure on Y . Set L := IY /IZ . Then L is a line bundle

on Y by Corollary 4.3.2. We have the commutative diagram

0 // I
2
Y

// IZ� _

✏✏

// IZ/I2
Y� _

✏✏

// 0

0 // I
2
Y

// IY

✏✏✏✏

// ⌫Y // 0.

L

(48)
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Applying the snake lemma to (48) we get the exact sequence

0 ! IZ/I
2
Y
! ⌫Y ! L ! 0. (49)

Let � be the surjection in (49). Then Ker � = IZ/I2
Y
and hence the pair (L, �) defines

the CM double structure Z on Y . If Z is given by some other pair (L0, �0), where L
0

is a line bundle on Y and �0 : ⌫Y ⇣ L
0 is a surjection, then we have the commutative

diagram

0 // IZ/I2
Y

// ⌫Y
�
// L

✏✏

// 0

0 // IZ/I2
Y

// ⌫Y
�
0
// L

0 // 0.

(50)

Applying the snake lemma to (50) we see that L ⇠= L
0. Hence there exists an isomorphism

� : L
⇠
�! L

0 such that �0 = � � �, i.e., (L, �) ⇠ (L0, �0).

Conversely, let L be a line bundle on Y and � : ⌫Y ⇣ L be a surjection. Then Ker � has

the form I/I2
Y
, where I is an ideal sheaf in OP3 . Let Z be the closed subscheme defined

by the ideal sheaf I. Then IZ = I and we have the exact sequence

0 ! IZ ! IY ! L ! 0. (51)

Therefore Z is a CM multiplicity structure on Y by Lemma 3.3.5. From (51) we get the
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commutative diagram

0 // IZ� _

✏✏

// OP3 // OZ

✏✏

// 0

0 // IY

✏✏✏✏

// OP3 // OY
// 0.

L

(52)

Applying the snake lemma to (52) we get the exact sequence

0 ! L ! OZ ! OY ! 0. (53)

Twisting by n and taking the Euler characteristics of the sheaves in (53) we get

�OZ(n) = �OY (n) + �L(n). (54)

Now �OZ(n) = n degZ+1� pa(Z),�OY (n) = n deg Y +1� pa(Y ) and by Lemma 3.2.1,

�L(n) = n deg Y + c, where c 2 k is some constant. Hence from (54) we get

n degZ + 1� pa(Z) = 2n deg Y + c+ 1� pa(Y ). (55)

Equating the coe�cients of n in (55) we get degZ = 2deg Y . Therefore Z is a CM

double structure on Y induced by the pair (L, �). Finally, let Z 0 be a double structure
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on Y induced by some pair (L0, �0) ⇠ (L, �). Then we have the commutative diagram

0 // IZ/I2
Y

✏✏

// ⌫Y
�
// L

�

✏✏

// 0

0 // IZ0/I2
Y

// ⌫Y
�
0
// L

0 // 0,

(56)

where � : L
⇠
�! L

0 is an isomorphism such that �0 = � � �. Therefore Ker � = Ker �0.

Thus IZ/I2
Y
= IZ0/I2

Y
and hence IZ = IZ0 , i.e., Z = Z 0.

4.5 Surfaces containing quasi-primitive extensions

In this section we describe the singularities and class groups of general surfaces containing

quasi-primitive extensions of nonsingular connected curves in P3.

Lemma 4.5.1. Let F be a surface containing a nonsingular connected curve Y ⇢ P3.

Then SingF ◆ Y if and only if IF ⇢ I
2
Y
.

Proof. Let SingF ◆ Y . Then embdimP (F ) = 3 for all closed points P 2 Y . Suppose on

the contrary that IF 6⇢ I
2
Y
. Let W ⇢ P3 be the closed subscheme defined by the ideal

sheaf IW = IF + I
2
Y
. Then W is a curve supported on Y . Throwing away the embedded

points of W we get a well-defined CM multiplicity structure Z on Y . Notice Z ⇢ Y (2)

and hence Y ⇢ Z is the CM filtration of Z. Let L = IY /IZ . Then L is a vector bundle

on Y by Proposition 4.2.5 (b). We have the surjection ⌫Y ⇣ L, where ⌫Y = IY /I2
Y

is the conormal bundle of Y . Now if Z is a thick extension then ⌫Y ⇠= L and hence

I
2
Y
= IZ . But then I

2
Y
= IZ � IF + I

2
Y
� I

2
Y
, i.e., IF ⇢ I

2
Y
, which is a contradiction.

Therefore Z is a quasi-primitive extension. Thus rankL = 1 and hence mult(Z) = 2 by
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Proposition 4.2.5 (d). Therefore Z is a primitive extension of Y by Proposition 4.3.2.

Hence embdimP (Z) = 2 for all closed points P 2 Y . Let � be the set of embedded points

thrown away in the process of CM filtration of Z. Let Q 2 Y \� be a closed point. Then

IZ,Q = IF,Q + I
2
Y,Q

. Let mP3,Q be the maximal ideal in OP3,Q. Since embdimQ(F ) = 3,

we have IF,Q ⇢ m2
P3,Q

. On the other hand, I2
Y,Q

⇢ m2
P3,Q

. Hence IZ,Q ⇢ m2
P3,Q

, i.e.,

embdimQ(Z) = 3, which is a contradiction. Therefore IF ⇢ I
2
Y
.

Conversely, let IF ⇢ I
2
Y
. Let P 2 Y be a closed point. Then we have the exact sequence

0 ! IF,P ! mP3,P ! mF,P ! 0

and hence the commutative diagram

0 // IF,P

✏✏✏✏

// mP3,P

✏✏✏✏

// mF,P

✏✏✏✏

// 0

0 // KP
// mP3,P/m2

P3,P

�P
// mF,P/m2

F,P
// 0,

(57)

where KP = Ker�P . Since IF ⇢ I
2
Y
, from (57) we get IF,P ⇢ I

2
Y,P

⇢ m2
P3,P

. Therefore

KP = 0, i.e., mP3,P/m2
P3,P

⇠= mF,P/m2
F,P

, hence dimmF,P/m2
F,P

= 3. Thus F is singular

at every closed point P 2 Y . Hence SingF ◆ Y .

Lemma 4.5.2. Let Z ⇢ P3 be a curve such that IZ(d�1) is generated by global sections.

Let � ⇢ |H0
OP3(d)| be the incomplete linear system corresponding to the vector space

H0
IZ(d). Then � separates points and tangent vectors of X, where X = P3

\ Z.
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Proof. Let P 2 X be a closed point. Then OZ,P = 0. Hence from the exact sequence

0 ! IZ,P ! OP3,P ! OZ,P ! 0

we get IZ,P
⇠= OP3,P and therefore IZ,P (d � 1) ⇠= OP3,P (d � 1). Hence for each closed

point P 2 X there exists an element s 2 H0
IZ(d� 1) such that sP 7! 1 2 OP3,P (d� 1),

since IZ(d � 1) is generated by global sections. Let � be the complete linear system

corresponding to the vector space H0
OP3(1). Since OP3(1) is very ample, � separates

points and tangent vectors of P3. Notice st 2 H0
IZ(d) for all s 2 H0

IZ(d � 1) and

t 2 H0
OP3(1), since IZ(d) ⇠= IZ(d� 1)⌦OP3(1).

Let Q 2 X be a closed point distinct from P . Since � separates points of P3, there

exists t 2 H0
OP3(1) such that tP 2 mP but tQ /2 mQ. Let s 2 H0

IZ(d � 1) such that

sQ 7! 1, where 1 is the generator of OP3,Q(d � 1). Then st 2 H0
IZ(d) and (st)P 2 mP

but (st)Q /2 mQ. Hence � separates points of X.

Since � separates tangent vectors of P3, the set {t 2 H0
OP3(1)|tP 2 mP} spans the

vector space mP/m2
P
. Let s 2 H0

IZ(d � 1) be such that sP 7! 1 2 OP3,P (d � 1). Then

st 2 H0
IZ(d). Moreover, (st)P = sP tP 2 mP , tP 2 mP , since sP is a unit inOP3,P . Also

for the same reason the sets {t 2 H0
OP3(1)|tP 2 mP} and {st 2 H0

IZ(d)|(st)P 2 mP}

span the same vector space, i.e., mP/m2
P
. Therefore � separates tangent vectors of X.

Corollary 4.5.3. Let Z ⇢ P3 be a curve such that IZ(d � 1) is generated by global

sections. Let � ⇢ |OP3(d)| be the incomplete linear system corresponding to the vector

subspace V = H0
IZ(d). If F 2 � is general, then SingF ✓ SuppZ.

Proof. Notice Z is the base locus of � since IZ(d) is generated by global sections. Let
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X = P3
\ Z, Y = PV and ' : X ! Y be the map corresponding to �. Let x 2 X and

y = '(x) 2 Y . At the level of stalks we have the ring homomorphism '#
y
: OY,y ! OX,x.

Let mX,x and mY,y be the maximal ideals of OX,x and OY,y respectively. Since IZ(d� 1)

is generated by global sections, � separates points and tangent vectors of X by Lemma

4.5.2. Thus '#
y
(mY,y) generates the Zariski cotangent space mX,x/m2

X,x
of X, and hence

generates mX,x by Nakayama’s lemma [2, Proposition 2.8]. Therefore mY,y · OX,x =

mX,x. Finally, k(x) is a separable algebraic extension of k(y), since k(x) ⇠= k(y) ⇠= k.

Therefore ' is unramified. Let F 2 � be general. Then F is nonsingular on X by Bertini

theorem [22, Proposition 6.3 (2)], since X is nonsingular and ' is unramified. Therefore

SingF ✓ SuppZ, since X = P3
\ Z.

Proposition 4.5.4. Let Z be a quasi-primitive multiplicity structure on a nonsingular

connected curve Y ⇢ P3 such that IZ(d� 1) is generated by global sections. Let F be a

Zariski general surface of degree d containing Z. Then

(a) SingF ( Y is finite and F is normal.

(b) If Z 0
⇢ F is a multiplicity structure on Y with multZ 0 = multZ, then Z 0 = Z.

(c) If char k = 0 and F is very general in the linear system |IZ(d)|, then ClF is freely

generated by Y and OF (1).

Proof. (a) Let � ⇢ |OP3(d)| be the linear system corresponding to the vector subspace

V = H0
IZ(d). Let F 2 � be general. Since IZ(d � 1) is generated by global sections,

SingF ✓ SuppZ = Y by Corollary 4.5.3. Hence SingF is a closed subscheme of Y . If

SingF 6= Y then SingF is a proper closed subset of Y , i.e., is a finite set of points. Hence
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F is regular in codimension 1. Therefore F is normal by [18, II, Proposition 8.23].

Now suppose SingF = Y . Let W = H0
I
2
Y
(d) \H0

IZ(d) and let �0 be the linear system

corresponding to W . Since Z is a quasi-primitive extension, Z \� is a primitive extension

of Y \� by Proposition 4.3.3. Let P 2 Y \� be a closed point. Then there exist an open

a�ne neighborhood U of P and a nonsingular surface E ⇢ U such that Z \ U ⇢ E by

Proposition 4.1.8. If necessary, we can replace E by EE 0, where E 0 is some surface not

vanishing along Y , so that IE ⇢ IZ(d). Since E is nonsingular along Y \U , IE 6⇢ I
2
Y
(d)

by Lemma 4.5.1. Thus E 2 � \ �0, i.e., �0 6= �. Let F 0
2 � \ �0 be Zariski general. Then

IF 0 6⇢ I
2
Y

and hence SingF 0
6◆ Y by Lemma 4.5.1. Therefore SingF 0 ( Y by Bertini

theorem [22, Theoreme 6.3 (2)]. Replacing F 0 by F we get a c.i. which is regular in

codimension 1. Therefore F is normal by [18, II, Proposition 8.23].

(b) Let mult(Z) = n and let Z 0
⇢ F be a multiplicity structure on Y with multZ 0 = n.

Let P 2 Y \ (SingF [ �). Then F is nonsingular at P and hence there exists a regular

system of parameters {x, y, z} in OP3,P such that IF,P = (x) and IY,P = (x, y). Notice,

Z \ (SingF \ �) and Z 0
\ (SingF \ �) are primitive extensions of Y \ (SingF \ �).

Therefore by Proposition 4.1.8, there exists an open a�ne neighborhood U of P such

that IZ|U = (x, yn) = IZ0|U . Thus Z \ U = Z 0
\ U and hence Z = Z 0 by Corollary 3.3.8.

(c) [6, Theorem 1.1].
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5 Double Conics in P3

Let P3 = ProjS, where S = k[x, y, z, w] and k is an algebraically closed field. In this

chapter we describe all CM double structures on conics in P3. In Section 5.1 we show

that each conic in P3 has a canonical form after a change of coordinates. In Section 5.2

we describe the classification of double conics. In Section 5.3 we describe the invariants

of double conics, namely their total ideals, Rao modules and minimal free resolutions of

their total ideals. In Section 5.4 we give criteria for two double conics of the same support

to be linked by complete intersection. In particular, we give a criterion for double conics

to be self-linked. Finally in Section 5.5 we describe singular loci and class groups of

general surfaces containing double conics.

5.1 Conics in P3

In this section we show that every conic in P3 is, after a suitable change of coordinates,

a nondegenerate plane section of the quadric cone in P3.

Definition 5.1.1. A conic in P3 is a degree 2 integral curve.

Proposition 5.1.2. Every conic in P3 is planar.

Proof. Let C ⇢ P3 be conic and P 2 C be a closed point. Let F ⇢ P3 be a plane that

intersects C transversely at P . Since degC = 2, F intersects C at exactly one other

point, say Q, with multiplicity one by Bézout’s theorem [18, I, Theorem 7.7]. Therefore

C \ F = {P,Q}. Let R 2 C \ {P,Q}. Now if PQ = QR then we must have R 2 C \ F ,

which is a contradiction. Therefore PQ 6= QR. Let H be the plane spanned by PQ and
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QR. Now if C 6⇢ H then C \ H must consist of 2 points, counting with multiplicities,

by Proposition 3.1.3. But this contradicts the fact that C \ H contains at least three

distinct points, namely P,Q,R. Therefore C ⇢ H, i.e., C is planar.

Proposition 5.1.3. Let g 2 k[y, z] be irreducible of degree 2. Then up to a change of

coordinate g = y2 � z or yz � 1.

Proof. Let g = ay2 + byz + cz2 + dy + ez + f , where a, b, c, d, e, f 2 k. Denote the

homogeneous quadratic part of g by G, i.e., G = ay2 + byz + cz2. Notice G 6= 0, since

deg g = 2. First we show that G factors into linear terms. If a = 0 then G = z(by + cz)

and we are done. Now suppose a 6= 0. Then we can write G = Qz2, where Q = au2+bu+c

and u = y/z. Since Q 2 k[u] and k is algebraically closed, we must have Q = ll0, where

l, l0 2 k[u] are linear polynomials. Therefore G = (lz)(l0z), i.e., G factors into linear

forms. Let G = LL0, where L,L0
2 k[y, z] are linear forms. Then g = LL0 + dy + ez + f .

Suppose L and L0 are independent. Then we can make a change of coordinates by

mapping y 7! L and z 7! L0. Let’s denote L and L0 by Y and Z respectively. Then we

have g = Y Z +DY +EZ + f = (Y +E)(Z +D)� (DE � f) for some D,E 2 k. Notice

DE � f 6= 0, since g is irreducible. Taking Y 0 = (DE � f)(Y + E) and Z 0 = Z +D we

see that g takes the form Y 0Z 0
� 1 up to scalar.

Now suppose L and L0 are dependent. Let L = ↵y + �z and L0 = µL, where ↵, �, µ 2 k

and µ 6= 0. Then g = µL2 + dy + ez + f . Taking Y =
p
µL and Z = �dy � ez � f we

see that g takes the form Y 2
� Z.
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Proposition 5.1.4. Let C ⇢ P3 be conic. Then up to a change of coordinate IC = (x, q),

where q = yz � w2.

Proof. By Proposition 5.1.2, C ⇢ H, where H is some plane in P3. By a change of

coordinate we may assume that IH = (x), i.e., H ⇠= P2 = Proj k[y, z, w]. Let U ⇢ P2 be

the open a�ne Spec k[y, z]. Then C \U is given by an irreducible polynomial g 2 k[y, z]

of degree 2. By Proposition 5.1.3, g = y2 � z or yz � 1. Homogenizing g we get y2 � zw

or yz�w2. Interchanging the variables y and w we see that y2�zw becomes �(yz�w2).

Therefore up to a change of coordinate we have IC = (x, q), where q = yz � w2.

Let P1 = ProjT , where T = k[s, t]. Let i : P1 ,! P3 be the composition of the 2-uple

embedding P1 ,! P2 and the inclusion P2
⇢ P3 as a plane.

Proposition 5.1.5. The image of the closed immersion i is a conic in P3. Conversely,

every conic in P3 arises in this way up to automorphisms of P3.

Proof. Let P2 = Proj k[y, z, w] and let ⇢2 : P1 ,! P2 be the 2-uple embedding given

by (s, t) 7! (s2, t2, st). Let � be the inclusion of P2 into P3 as the plane {x = 0}. Let

i = ��⇢2 and let ✓ : S ! T be the map of graded rings corresponding to i, i.e., ✓ : S ! T

is given by x 7! 0, y 7! s2, z 7! t2 and w 7! st. Then (x, q) ✓ Ker ✓, where q = yz � w2.

Notice S/Ker ✓ ⇠= k[s2, st, t2] is an integral domain. Hence Ker ✓ is a prime ideal in S.

Since dimS = 4 and dim Im ✓ = dim k[s2, st, t2] = 2, we have htKer ✓ = 2. On the other

hand (x, q) is a height 2 prime ideal in S. Therefore Ker ✓ = (x, q). By Proposition 5.1.4,

Ker ✓ is the total ideal of some conic C ⇢ P3. Therefore Im(i) is a conic in P3.

Conversely, let C ⇢ P3 be a conic. By Proposition 5.1.4, up to an automorphism of P3

the total ideal C has the form IC = (x, q), where q = yz�w2. Let ✓ : S ! T be the map
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given by x 7! 0, y 7! s2, z 7! t2 and w 7! st. Then Ker ✓ = IC . Let i : P1
! P3 be the

map corresponding to ✓. Then i is an embedding of C with the desired property, since i

factors through P2 as (s, t) 7! (s2, t2, st) 7! (0, s2, t2, st).

Corollary 5.1.6. Let C ⇢ P3 be a conic with total ideal IC = (x, q), where q = yz�w2,

and let i : P1 ,! P3 be an embedding of C.

(a) C ⇠= P1 and hence is nonsingular.

(b) PicC = hi⇤OP1(1)i ⇠= Z.

(c) i⇤OP3(1) ⇠= OP1(2).

(d) SC
⇠= T e, where T e = k[s2, st, t2] ⇢ T is the even subalgebra.

(e) IC/I2C ⇠= SC(�1)� SC(�2) and IC/I2
C
⇠= OC(�1)�OC(�2).

Proof. Since i : P1 ,! P3 is an embedding of C, we have C ⇠= P1. Hence C is nonsingular

and PicC ⇠= PicP1 = hOP1(1)i = Z . Thus PicC is generated by i⇤OP1(1). By Propo-

sition 5.1.5, i : P1 ,! P3 is given by (s, t) 7! (0, s2, t2, st). In other words, i is given by

the line bundle OP1(2) of P1 and its sections i⇤x = 0, i⇤y = s2, i⇤z = t2 and i⇤w = st.

Therefore i⇤OP3(1) ⇠= OP1(2). Let ✓ : S ! T be the morphism of rings corresponding to

the embedding i of C. Then by Proposition 5.1.5, Ker ✓ = IC and hence SC
⇠= Im ✓ = T e,

where T e consists of the even degree pieces of T , i.e., T e = k[s2, st, t2]. Finally, since C

is a complete intersection with IC = (x, q),

0 ! S(�3)

0

BBBBBB@

q

�x

1

CCCCCCA

����! S(�1)� S(�2)

0

@x q

1

A

�����! IC ! 0 (58)

68



is a minimal S-resolution of IC by Proposition 3.1.1. Tensoring (58) with SC we get

IC/I
2
C
⇠= SC(�1)� SC(�2). (59)

Sheafifying (59) we get IC/I2
C
⇠= OC(�1)�OC(�2).

Notation 5.1.7. For the rest of this exposition we fix a conic C ⇢ P3 with total ideal

IC = (x, q), where q = yz�w2. We denote the embedding of C by i and the corresponding

map of graded rings by ✓. Then ✓ defines an injective map ✓̄ : SC ! T . We have

IC/I2C ⇠= SC(�1) � SC(�2) by Corollary 5.1.6 (e). Therefore ✓̄ induces the inclusion

IC/I2C ⇠= SC(�1)� SC(�2) ,! T (�2)� T (�4). We denote this inclusion by j.

Notation 5.1.8. Let L 2 PicC. Then L = i⇤OP1(`) for some ` 2 Z, by Corollary 5.1.6

(b). We use the notationsOC [`] and SC [`] to denote i⇤OP1(`) andH0
⇤
i⇤OP1(`) respectively.

If ` is even, say ` = 2a, then by Corollary 5.1.6 (c), OC [2a] = i⇤OP1(2a) ⇠= i⇤i⇤OP3(a) =

OC(a). Thus SC [2a] = SC(a). If ` is odd, then SC [`] ⇠= T o(`) as graded k-vector spaces,

where T o consists of the odd degree pieces of T .

Definition 5.1.9. Let m,n, l 2 Z. We define the sets Al

m,n
,Bl

m,n
, Cl

m,n
,Dl

m,n
as follows:

A
l

m,n
= { 2 HomSC (SC [m]� SC [n], SC [l])|Coker has finite length},

B
l

m,n
= {µ 2 HomOC (OC [m]�OC [n],OC [l])|µ is a surjection},

C
l

m,n
= {" 2 HomOP1 (OP1(m)�OP1(n),OP1(l))|" is a surjection},

D
l

m,n
= {⌧ 2 HomT (T (m)� T (n), T (l))|Coker ⌧ has finite length}.
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Lemma 5.1.10. Let Al

m,n
,Bl

m,n
, Cl

m,n
,Dl

m,n
be the sets defined in (5.1.9). Then A

l

m,n
⇠=

B
l

m,n
⇠= C

l

m,n
⇠= D

l

m,n
as sets.

Proof. Let  2 A
l

m,n
, N = Ker and M = Coker . Then we have the exact sequence

0 ! N ! SC [m]� SC [n]
 

�! SC [l] ! M ! 0. (60)

Since M has finite length, fM = 0 by Proposition 2.2.4. Hence sheafifying (60) we get

the short exact sequence

0 ! N ! OC [m]�OC [n]
e 
�! OC [l] ! 0, (61)

where N = eN . Therefore if  2 A
l

m,n
then e 2 B

l

m,n
. Let e: Al

m,n
! B

l

m,n
be the map

given by  7! e . Now let µ 2 B
l

m,n
and N = Kerµ. Then we have the exact sequence

0 ! N ! OC [m]�OC [n]
µ

�! OC [l] ! 0. (62)

Applying H0
⇤
to (62) we get the exact sequence

0 ! N ! SC [m]� SC [n]
H

0
⇤µ

��! SC [l] ! H1
⇤
N , (63)

where N = H0
⇤
N . Sheafifying (63) we get the exact sequence (62). Therefore CokerH0

⇤
µ

must have finite length, since µ is a surjection. Hence if µ 2 B
l

m,n
then H0

⇤
µ 2 A

l

m,n
.

Let H0
⇤
: Bl

m,n
! A

l

m,n
be the map given by µ 7! H0

⇤
µ. By the functoriality of H0

⇤
and

e we have H0
⇤
e= idAl

m,n
and fH0

⇤
= idBl

m,n
. Hence A

l

m,n
⇠= B

l

m,n
. Similarly, Cl

m,n
⇠= D

l

m,n
.
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Finally, let i⇤ : Bl

m,n
! C

l

m,n
be given by µ 7! i⇤µ and let i⇤ : Cl

m,n
! B

l

m,n
be given

by ✏ 7! i⇤✏. Since C ⇠= P1 we have i⇤i⇤ = idBl
m,n

and i⇤i⇤ = idCl
m,n

. Hence B
l

m,n
⇠= C

l

m,n
.

Therefore A
l

m,n
⇠= B

l

m,n
⇠= C

l

m,n
⇠= D

l

m,n
.

5.2 Classification of double conics

Let C be the conic as in (5.1.7). According to Theorem 4.4.3, giving a CM double

structure on C is equivalent to giving a line bundle L on C and a surjection IC ⇣ L. Let

Z be a CM double conic on C corresponding to L. We have the short exact sequence

0 ! IZ ! IC ! L ! 0. (64)

Tensoring (64) with OC we get the commutative diagram

0 // IZ

✏✏✏✏

// IC
//

⇡

✏✏✏✏

L // 0

IZ/ICIZ
// IC/I2

C
// L // 0,

(65)

where ⇡ : IC ⇣ IC/I2
C
is the canonical surjection. Thus every surjection IC ⇣ L factors

through the conormal bundle IC/I2
C

of C. Therefore every CM double conic Z on C

arises from a surjection IC/I2
C
⇣ L. Since L is a line bundle on C, L = OC [`] for some

` 2 Z by (5.1.8). We call Z a CM double conic on C of type `.
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By Corollary 5.1.6 (e) we have

Hom(IC/I
2
C
,OC [`]) ⇠= Hom(OC(�1)�OC(�2),OC [`])

⇠= Hom(OP1(�2)�OP1(�4),OP1(`))

⇠= Hom(OP1 ,OP1(`+ 2))� Hom(OP1 ,OP1(`+ 4))

⇠= H0(P1,OP1(`+ 2))�H0(P1,OP1(`+ 4)).

Let ⌧ : T (�2) � T (�4) ! T (`) be a map. Then ⌧ = (f, g), where f and g are homo-

geneous polynomials in T with deg f = ` + 2 and deg g = ` + 4. By Lemma 2.2.4, ⌧

sheafifies to a surjection if and only if Coker ⌧ has finite length. Also by Lemma 2.1.9,

Coker ⌧ has finite length if and only if f and g have no common zeros. Therefore defining

a surjection IC/I2
C
⇣ OC [`] is equivalent to giving a map ⌧ = (f, g), where f and g are

homogeneous polynomials in T with deg f = `+2 and deg g = `+4, having no common

zeros. Notice if ` < �4 then ⌧ is the zero map and hence cannot sheafify to a surjection.

Also notice if ` = �3 then f = 0 and g is linear. Thus every zeros of g is also a common

zero of f and g. Hence ` = �3 ) Coker ⌧ has infinite length. Therefore to define a

surjection IC/I2
C
⇣ OC [`] we must have ` � �4 and ` 6= �3.

Theorem 5.2.1. Let C ⇢ P3 be a conic and let ` � �4 be an integer such that ` 6= �3.

Then each surjection  : IC/I2
C
⇣ OC [`] defines a CM double conic Z on C with Hilbert

polynomial PZ(n) = 4n+`+2 by IZ = Ker �⇡, where ⇡ : IC ⇣ IC/I2
C
is the canonical

surjection. Conversely, every CM double conic on C arises from this construction.
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Proof. Let ' : IC ⇣ OC [`] be the surjection ' =  � ⇡. Then by Proposition 4.4.1,

Ker = IZ/I2
Y
, i.e., Ker' = IZ for some CM double structure Z on C. By Proposition

4.3.2, Z is a primitive extension of C. Thus we have the exact sequence

0 ! OC [`] ! OZ ! OC ! 0 (66)

by Proposition 4.2.8 (4). Twisting by n and taking the Euler characteristics of the sheaves

in (66) we get

PZ(n) = �OZ(n) = �OC(n) + �OC [`](n) = �OC(n) + �OP1(2n+ `) = 4n+ `+ 2.

Conversely, let Z be a CM double conic on C with Hilbert polynomial PZ(n) = 4n +

` + 2. Since C is nonsingular, by Theorem 4.4.3 there exists a line bundle L on C and

a surjection  : IC/I2
C
⇣ L such that Ker = IZ/I2

Y
. Hence IZ = Ker � ⇡. Since

L 2 PicC, there exists `0 2 Z such that L = OC [`0] by 5.1.8. By Proposition 4.3.2, Z is

a primitive extension of C. Hence by Proposition 4.2.8 (4) we have the exact sequence

0 ! OC [`
0] ! OZ ! OC ! 0. (67)

Twisting by n and taking the Euler characteristics of the sheaves in (67) we see that

PZ(n) = 4n+ `0 + 2. Therefore ` = `0.

Remark 5.2.2. If Z is a double conic on C of type ` then pa(Z) = 1� PZ(0) = �1� `,

since PZ(n) = 4n+ `+ 2 by Theorem 5.2.1.
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5.3 Invariants of double conics

In this section we compute the total ideals and Rao modules of double conics. We also

compute minimal free resolutions of their total ideals.

Let C ⇢ P3 be a conic and let ` � �4 be an integer such that ` 6= �3. Let f, g 2 T be

homogeneous polynomials with deg f = `+2 and deg g = `+4, having no common zeros.

Let ⌧ : T (�2)� T (�4) ! T (`) be the map given by ⌧ = (f, g). Then Coker ⌧ has finite

length by Lemma 2.1.9. Let  : SC(�1) � SC(�2) ! SC [`] be the map corresponding

to ⌧ as in Lemma 5.1.10. Define � =  � ⇡, where ⇡ : IC ⇣ IC/I2C is the canonical

surjection. Then we have the commutative diagram

Ker�

✏✏✏✏

� � // IC

⇡

✏✏✏✏

�
// SC [`]

Ker � _

✏✏

� � // IC/I2C ⇠= SC(�1)� SC(�2)
� _

j

✏✏

 
// SC [`]� _

✏✏

Ker ⌧ �
�

// T (�2)� T (�4) ⌧ // T (`),

(68)

where j is the inclusion SC(�1)� SC(�2) ,! T (�2)� T (�4) as in (5.1.7).

Theorem 5.3.1. In the setting of Diagram (68), � defines a CM double conic Z on C

of type `, with IZ = Ker� = I2
C
+ (⇡ � j)�1 Ker ⌧ and H1

⇤
IZ = Coker�.

Proof. By construction, Coker� has finite length. Hence � sheafifies to the surjection

e� : IC ⇣ OC [`] by Lemma 2.2.4. Therefore Ker e� defines a CM double conic Z on C of

type ` by Theorem 5.2.1. We have the exact sequence

0 ! IZ ! IC ! OC [`] ! 0. (69)
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Notice H1
⇤
IC = 0, since C is a complete intersection. Therefore taking the long exact

cohomology sequence on (69) we have

0 ! H0
⇤
IZ ! H0

⇤
IC

H
0
⇤'

��! H0
⇤
OC [`] ! H1

⇤
IZ ! 0.

Since H0
⇤
IC = IC , H0

⇤
OC [`] = SC [`] and H0

⇤
' = �, we have IZ = H0

⇤
IZ = Ker� and

H1
⇤
IZ = Coker�. Notice (Ker�)/I2

C
⇠= Ker ⇠= j�1 Ker ⌧ . Therefore IZ/I2C = j�1 Ker ⌧ ,

i.e., IZ = I2
C
+ (⇡ � j)�1 Ker ⌧ .

5.3.A. Double conics of odd genus

In this subsection we describe the invariants of double conics on C of odd genus, i.e.,

of type 2a, where a � �2. By Theorem 5.3.1, such a double conic arises from a map

⌧ : T (�2) � T (�4) ! T (2a) given by ⌧ = (f, g), where f and g are homogeneous

polynomials in T with deg f = 2a+ 2 and deg g = 2a+ 4, having no common zeros. Let

F and G be homogeneous polynomials in S such that ✓(F ) = f and ✓(G) = g. Then

degF = a+1 and degG = a+2. Let  = (F,G). Notice F and G have no common zeros

along C and hence Coker has finite length by Lemma 2.1.9. Define � =  � ⇡, where

⇡ : IC ⇣ IC/I2C is the canonical surjection. Then we have the commutative diagram

IC

⇡

✏✏✏✏

�
// SC(a)

IC/I2C ⇠= SC(�1)� SC(�2)
 
// SC(a).

(70)
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Proposition 5.3.2. In the setting of Diagram (70), � defines a CM double conic Z on

C of type 2a. Furthermore:

(a) IZ = (I2
C
, F q �Gx).

(b) H1
⇤
IZ

⇠= (S/(x, q, F,G))(a).

(c) If {F 0, G0
} defines another double conic Z 0 on C of type 2a, then Z 0 = Z if and

only if F 0 = ↵F mod IC and G0 = ↵Gmod IC for some ↵ 2 k⇤.

Proof. By Theorem 5.3.1, � defines a CM double conic Z on C of type 2a. Moreover,

IZ = I2
C
+ ⇡�1 Ker . Since F and G have no common zeros along C, Ker is generated

by the Koszul relation F̄ e2 � Ḡe1, where e1, e2 are the generators of SC(�1) � SC(�2)

and F̄ , Ḡ are the images of F,G in SC respectively. Since IC/I2C ⇠= SC(�1)�SC(�2), we

can identify x̄ with e1 and q̄ with e2, where x̄, q̄ are the images of x, q in IC/I2C . Therefore

Ker is generated by Fq �Gx. Hence IZ = (I2
C
, F q � Gx). Also H1

⇤
IZ = Coker� by

Theorem 5.3.1. Notice Coker� ⇠= Coker . Since F and G have no common zeros along

C, we have Coker = (S/(x, q, F,G))(a). Therefore H1
⇤
IZ

⇠= (S/(x, q, F,G))(a).

Finally, let Z 0 be another double conic on C of type 2a defined by the map  0 = (F 0, G0).

Then Z 0 = Z , IZ0 = IZ , IZ0/I2
C
= IZ/I2C . Notice IZ/I2C can be considered as a sub-

module of SC(�1)�SC(�2) via the inclusion IZ/I2C ⇢ IC/I2C ⇠= SC(�1)�SC(�2). Since

IC/I2C ⇠= SC(�1)�SC(�2) and since IC/I2C is generated by x̄ and q̄, where x̄ and q̄ are the

images of x and q in S/I2
C
, we can identify {x̄, q̄} as a basis of SC(�1)�SC(�2). Therefore

IZ/I2C is generated by the vector (F,�G) as a submodule of SC(�1)�SC(�2). Similarly,

IZ0/I2
C
is generated by the vector (F 0,�G0) as a submodule of SC(�1)� SC(�2). Hence
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IZ0/I2
C
= IZ/I2C , there exists an element ↵ 2 k⇤ such that (F 0,�G0) = ↵(F,G)mod IC .

Therefore Z 0 = Z , F 0 = ↵F mod IC and G0 = ↵Gmod IC for some ↵ 2 k⇤.

Corollary 5.3.3. Let Z be a double conic on C of type �4. Then IZ = (x, q2) and

IZ/ICIZ ⇠= SC(�1)� SC(�4).

Proof. In this case degF = �1 and degG = 0. Hence F = 0 and G is a unit. Therefore

IZ = (x2, xq, q2, x) = (x, q2) by Proposition 5.3.2, i.e., Z is a complete intersection. Hence

0 ! S(�5)

0

BBBBBB@

�q2

x

1

CCCCCCA

�����! S(�1)� S(�4)

0

@x q2
1

A

������! IZ ! 0 (71)

is a minimal S-resolution IZ by Proposition 3.1.1. Tensoring (71) with SC we get

IZ/ICIZ ⇠= SC(�1)� SC(�4).

Corollary 5.3.4. Let Z be a double conic on C of type �2. Then IZ = (x2, q � Gx),

where G 2 S is some linear form. Moreover, IZ/ICIZ ⇠= SC(�2)2.

Proof. In this case degF = 0 and degG = 1. So we may assume that F = 1. Hence by

Proposition 5.3.2, we have IZ = (I2
C
, q�Gx) = (x2, q�Gx), where G 2 S is some linear

form. Therefore Z is a complete intersection and hence by Proposition 3.1.1

0 ! S(�4)

0

BBBBBB@

�q +Gx

x2

1

CCCCCCA

���������! S(�2)2

0

@x2 q �Gx

1

A

�����������! IZ ! 0 (72)

is a minimal S-resolution of IZ . Tensoring (72) with SC we get IZ/ICIZ ⇠= SC(�2)2.
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Remark 5.3.5. Notice in Corollary 5.3.4, if G 2 IC then G = �x for some � 2 k⇤, since

degG = 1, hence IZ = (x2, q � �x2) = (x2, q).

Proposition 5.3.6. Let Z be a double conic on C of type 2a, where a � 0, with total

ideal IZ = (I2
C
, F q �Gx). Then IZ has minimal S-resolution

0 ! N3
'3
�! N2

'2
�! N1

'1
�! IZ ! 0 (73)

where N1 = S(�2)� S(�3)� S(�4)� S(�a� 3), N2 = S(�4)� S(�5)� S(�a� 4)�

S(�a�5), N3 = S(�a�6) and 'i’s are S-module homomorphisms given by the matrices

'1 =

✓
x2 xq q2 Fq �Gx

◆
, '2 =

0

BBBBBBBBBB@

q 0 G 0

�x q �F G

0 �x 0 �F

0 0 x q

1

CCCCCCCCCCA

, '3 =

0

BBBBBBBBBB@

G

�F

�q

x

1

CCCCCCCCCCA

.

Moreover, IZ/ICIZ ⇠= SC(�a� 3)� (F,G)2(2a) and IZ/ICIZ
⇠= OC(�a� 3)�OC(2a).

Proof. By an easy calculation we see that '1 �'2 and '2 �'3 are zero maps. Hence (73)

is a complex. Now (73) is exact if and only if the complex

0 ! N3
'3
�! N2

'2
�! N1

'1
�! N0 (74)

is exact, where N0 = S. We use Buchsbaum-Eisenbud criterion 2.1.20 to prove that (74)

78



is exact. Notice rank'3 = rank'1 = 1, since x and x2 are nonzero elements in S. Now

det'2 =

����������������

q 0 G 0

�x q �F G

0 �x 0 �F

0 0 x q

����������������

= q

������������

q �F G

�x 0 �F

0 x q

������������

+ x

������������

0 G 0

�x 0 �F

0 x q

������������

,

i.e., det'2 = q{qFx+ x(�Fq �Gx)}+ x2qG = �x2qG+ x2qG = 0, hence rank'2  3.

Let M1 and M2 be the 3⇥ 3 submatrices of '2 given by

M1 =

0

BBBBBB@

�x q �F

0 �x 0

0 0 x

1

CCCCCCA
and M2 =

0

BBBBBB@

q 0 0

�x q G

0 0 q

1

CCCCCCA
. (75)

Notice detM1 = x3
6= 0, hence rank'2 = 3. Thus rankNi = rank'i + rank'i+1, where

i = 1, 2, 3. It remains to show that depth I('i) � i for i = 1, 2, 3. We have x2
2 I('1),

which is regular in S. Hence depth I('1) � 1. From (75) we see that x3, q3 2 I('2)

since detM1 = x3 and detM2 = q3. Since {x, q} is a regular sequence in S, {x3, q3} is

also a regular sequence in S by [26, Theorem 16.1]. Therefore depth I('2) � 2. Finally

x, q, F 2 I('3). Since {x, q} is a regular sequence in S and F̄ is regular in SC , {x, q, F} is

a regular sequence in S. Hence depth I('3) � 3. Therefore (74) is exact by Buchsbaum-

Eisenbud criterion 2.1.20. Thus (73) is exact and hence a minimal S-resolution of IZ .
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Tensoring (73) by SC yields the exact sequence

N2 ⌦ SC

'2⌦SC
����! N1 ⌦ SC ! IZ/ICIZ ! 0,

where N1⌦SC = SC(�2)�SC(�3)�SC(�4)�SC(�a�3), N2⌦SC = SC(�4)�SC(�5)�

SC(�a� 4)� SC(�a� 5) and '2 ⌦ SC is given by the matrix

'2 ⌦ SC =

0

BBBBBBBBBB@

0 0 G 0

0 0 �F G

0 0 0 �F

0 0 0 0

1

CCCCCCCCCCA

.

Thus SC(�4)�SC(�5) ✓ Ker('2⌦SC) and Im('2⌦SC) ✓ SC(�2)�SC(�3)�SC(�4).

Let '0

2 be the restriction of '2 ⌦ SC on SC(�a� 4)� SC(�a� 5). Then '0

2 is given by

the matrix

'0

2 =

0

BBBBBB@

G 0

�F G

0 �F

1

CCCCCCA

and we have the exact sequence

0 ! SC(�a� 4)� SC(�a� 5)
'
0
2

�! SC(�2)� SC(�3)� SC(�4)
µ

�! SC(2a).

By the Hilbert-Burch theorem 2.1.22, Imµ is the twist of an ideal in SC , generated by

the 2 ⇥ 2 minors of '0

2. Therefore Coker'0

2
⇠= Imµ = (F 2, FG,G2)(2a) = (F,G)2(2a)
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and hence

IZ/ICIZ ⇠= SC(�a� 3)� Coker'0

2
⇠= SC(�a� 3)� (F,G)2(2a),

where x2, xq and q2 are identified with F 2, FG and G2 respectively. Making this identi-

fication, we have the inclusion

◆ : IZ/ICIZ ⇢ SC(�a� 3)� SC(2a).

Then Coker ◆ ⇠= (SC/(F,G)2)(2a) and we have the short exact sequence

0 ! IZ/ICIZ
◆
�! SC(�a� 3)� SC(2a) ! (SC/(F,G)2)(2a) ! 0. (76)

By [26, Theorem 16.1], {F 2, G2
} is also a regular sequence in SC , since {F,G} is a

regular sequence in SC . Hence SC/(F 2, G2) has finite length by Lemma 2.1.9. There-

fore SC/(F,G)2 has finite length, since SC/(F,G)2 is a quotient of SC/(F 2, G2). Hence

SC/(F,G)2 sheafifies to 0 by Lemma 2.2.4. Thus sheafifying (76) we get the isomorphism

IZ/ICIZ
⇠= OC(�a� 3)�OC(2a).

Hence IZ/ICIZ is freely generated by Fq�Gx and an element e of degree �2a such that

eF 2 = x2, eFG = xq and eG2 = q2.

Proposition 5.3.7. If Z is a double conic of type 2a, where a � 0, then h1
ICIZ(a+5) = 0

and h1
ICIZ(a+ 4)  1.
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Proof. We have ICIZ = (x3, x2q, xq2, q3, x(Fq�Gx), q(Fq�Gx)) and hence the complex

0 ! N3
'3
�! N2

'2
�! N1

'1
�! ICIZ ! 0, (77)

where

N1 = S(�3)� S(�4)� S(�5)� S(�6)� S(�a� 4)� S(�a� 5),

N2 = S(�5)� S(�6)� S(�7)� S(�a� 5)� S(�a� 6)2 � S(�a� 7),

N3 = S(�a� 7)� S(�a� 8)

and '1,'2,'3 are given by the matrices

'1 =

✓
x3 x2q xq2 q3 x(Fq �Gx) q(Fq �Gx)

◆
,

'2 =

0

BBBBBBBBBBBBBBBBBB@

q 0 0 G 0 0 0

�x q 0 �F G 0 0

0 �x q 0 �F G 0

0 0 �x 0 0 �F 0

0 0 0 x q 0 q

0 0 0 0 0 q �x

1

CCCCCCCCCCCCCCCCCCA

, '3 =

0

BBBBBBBBBBBBBBBBBBBBBB@

�G 0

F �G

0 F

q 0

�x q

0 �x

0 �q

1

CCCCCCCCCCCCCCCCCCCCCCA

.

Notice (77) is exact if and only if

0 ! N3
'3
�! N2

'2
�! N1 ! N0 ! 0 (78)
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is exact, where N0 = S. We use Buchsbaum-Eisenbud criterion 2.1.20 to prove that (74)

is exact. Notice rank'1 = 1 and rank'3 = 2. By an easy calculation we can show that

all the 6⇥ 6 minors of '2 are zero. Let M1 and M2 be the 5⇥ 5 submatrices of '2 given

by

M1 =

0

BBBBBBBBBBBBBB@

�x q 0 �F 0

0 �x q 0 0

0 0 �x 0 0

0 0 0 x q

0 0 0 0 �x

1

CCCCCCCCCCCCCCA

and M2 =

0

BBBBBBBBBBBBBB@

q 0 0 0 0

�x q 0 G 0

0 �x q �F G

0 0 0 q 0

0 0 0 0 q

1

CCCCCCCCCCCCCCA

. (79)

Then detM1 = x5
6= 0 and hence rank'2 = 5. Therefore rankNi = rank'1 + rank'i+1

for i = 1, 2, 3. Now x3
2 I('1), which is regular in S. Hence depth I('1) � 1. From (79)

we see that x5, q5 2 I('2), since detM1 = x5 and detM2 = q5. Since {x, q} is a regular

sequence in S, {x5, q5} is also a regular sequence in S by [26, Theorem 16.1]. Therefore

depth I('2) � 2. Finally x2, q2, F 2
2 I('3). Since {x, q} is a regular sequence and F is

regular in SC , {x, q, F} is a regular sequence in S. Therefore {x2, q2, F 2
} is also a regular

sequence in S by [26, Theorem 16.1]. Hence depth I('3) � 3. Therefore (78) is exact by

Buchsbaum-Eisenbud criterion 2.1.20. Thus (77) is exact, hence an S-resolution of ICIZ .

Let E be the kernel of '1. Then we have the short exact sequences

0 ! E ! N1 ! ICIZ ! 0 (80)
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and

0 ! N3 ! N2 ! E ! 0. (81)

Sheafifying (80) and (81) we get the short exact sequences

0 ! E ! N1 ! ICIZ ! 0 (82)

and

0 ! N3 ! N2 ! E ! 0. (83)

From (82) we have the long exact cohomology sequence

· · · ! H1
⇤
N1 ! H1

⇤
ICIZ ! H2

⇤
E ! H2

⇤
N1 · · · .

Since N1 is a direct sum of line bundles on P3, we have H1
⇤
N1 = H2

⇤
N1 = 0 and hence

H1
⇤
ICIZ

⇠= H2
⇤
E . Taking the long exact cohomology sequence on (83) we get

· · · ! H2
⇤
N2 ! H2

⇤
E ! H3

⇤
N3 ! · · · .

Again since N2 is a direct sum of line bundles in P3, H2
⇤
N2 = 0 and so we have the

inclusion H1
⇤
ICIZ

⇠= H2
⇤
E ,! H3

⇤
N3. Now

H3
N3(a+ 5) = H3

OP3(�2)�H3
OP3(�3) ? H0

OP3(�2)�H0
OP3(�1) = 0
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and

H3
N3(a+ 4) = H3

OP3(�3)�H3
OP3(�4) ? H0

OP3(�1)�H0
OP3 ⇠= k.

Therefore h1
ICIZ(a+ 5) = 0 and h1

ICIZ(a+ 4)  h3
N3(a+ 4) = 1.

5.3.B. Double conics of even genus

In this subsection we describe the invariants of double conics on C of even genus, i.e., of

type ` = 2a+1, where a � �1. By Theorem 5.3.1, such a double conic arises from a map

⌧ : T (�2) � T (�4) ! T (2a + 1) given by ⌧ = (f, g), where f and g are homogeneous

polynomials in T with deg f = 2a+3 and deg g = 2a+5, having no common zeros. But

there do not exist F,G 2 S such that ✓(F ) = f and ✓(G) = g, since deg f and deg g are

odd. To circumvent this issue we introduce the notion of admissible pair of sequences.

Definition 5.3.8. Let C be the conic as in (5.1.7). Let F1, G1, F2, G2 be homogeneous

polynomials in S such that F1G2 = F2G1 mod IC . Then {F1, G1}, {F2, G2} is said to be

an admissible pair of sequences on C if there exist two distinct points P,Q 2 C such that

1. fF1 \
fG1 = P ,

2. fF2 \
fG2 = Q,

3. fF1 +Q = fF2 + P ,

4. fG1 +Q = fG2 + P .

Here eFi,fGi denote the e↵ective divisors on C induced by Fi, Gi for i = 1, 2.
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Definition 5.3.9. Let P,Q 2 C be distinct points and let MP,Q be the set of equivalence

classes of admissible pairs of sequences {F1, G1}, {F2, G2} on C corresponding to P andQ,

under the equivalence relation given by {F1, G1}, {F2, G2} ⇠ {�F1,�G1}, {µF2, µG2}, for

all �, µ 2 k⇤. Let N be the set of equivalence classes of regular sequences {f, g} in T with

deg f and deg g odd, under the equivalence relation given by {f, g} ⇠ {↵f,↵g}, 8↵ 2 k⇤.

Proposition 5.3.10. Let MP,Q and N be the sets as defined in (5.3.9). Then there

exists a bijection between MP,Q and N .

Proof. Let i : P1
! P3 be the embedding of C in P3 as in (5.1.7). Let p̂ = i⇤P and

q̂ = i⇤Q. Notice p̂ and q̂ are distinct points in P1, since P and Q are distinct. Let

p̂ = (a, b) and q̂ = (c, d). Let l1 = bs� at and l2 = ds� ct. Then (l1)0 = p̂ and (l2)0 = q̂,

where (li)0 denotes the e↵ective divisor on P1 induced by li.

Let {F1, G1}, {F2, G2} be an element of MP,Q. Let ✓(F1) = f1 and ✓(G1) = g1, where ✓

is the map as in (5.1.7). By definition 5.3.8, there exist Pi, Qj 2 C and ai, bj 2 Z�0 such

that fF1 =
P

aiPi + P and fG1 =
P

bjQj + P . Let pi = i⇤Pi and qj = i⇤Qj. Therefore

(f1)0 =
P

aipi + p̂ and (g1)0 =
P

bjqj + q̂, where (f1)0 and (g1)0 denote the e↵ective

divisors on P1 corresponding to f1 and g1. Notice
P

aipi and
P

bjqj are e↵ective divisors

on P1. Hence there exist homogeneous polynomials f, g 2 T such that (f)0 =
P

aipi and

(g)0 =
P

bjqj. Therefore

(f1)0 = (f)0 + (l1)0 = (l1f)0.

Hence f1 = �l1f for some � 2 k⇤. Similarly, g1 = �l1g for some � 2 k⇤. Since eF1\
eG1 = P ,

(f1)0 \ (g1)0 = p̂ = (l1)0. Therefore (f)0 \ (g)0 = 0, i.e., Z(f, g) = ? and hence {f, g} is

a regular sequence in T by Lemma 2.1.9. Notice {f, g} 2 N , since deg f and deg g are
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odd. Finally, if {F1, G1}, {F2, G2} ⇠ {�F1,�G1}, {µF2, µG2} then up to the equivalence

relation on N , we get the same regular sequence {f, g} in T .

Conversely, let {f, g} be a regular sequence in T such that deg f and deg g are odd. Then

(l1f)0 and (l1g)0 are e↵ective divisors on P1 and hence on C. Since deg l1f and deg l1g

are even, there exist homogeneous polynomials F1, G1 2 S such that fF1 = (l1f)0 and

fG1 = (l1g)0. Similarly, we can choose F2, G2 2 S such that fF2 = (l2f)0 and fG2 = (l2g)0.

Notice, ✓(F1) = �l1f and ✓(G1) = �l1g for some �, � 2 k⇤. Also notice, we can choose

F2, G2 2 S such that ✓(F2) = �l2f and ✓(G2) = �l2g. Therefore ✓(F1G2�F2G1) = 0 and

hence F1G2 = F2G1 mod IC . Also fF1 \
fG1 = (l1)0 = P,fF2 \

fG2 = (l2)0 = Q,fF1 + Q =

fF2 + P and fG1 +Q = fG2 + P . Thus {F1, G1}, {F2, G2} is an element of MP,Q. Finally,

if {f, g} ⇠ {↵f,↵g} then up to the equivalence relation on MP,Q, we get the same

admissible pair of sequences {F1, G1}, {F2, G2} on C.

Example 5.3.11. Let F1 = y,G1 = zw, F2 = w and G2 = z2. Then fF1 \
fG1 = P

and fF2 \
fG2 = Q, where P = (0, 0, 1, 0) and Q = (0, 1, 0, 0). Notice fF1 = 2P , since

IF1\C = IF1 + IC = (y) + (x, yz � w2) = (x, y, w2). On the other hand, fF2 = P + Q.

Thus fF1 + Q = fF2 + P . Similarly we can show that fG1 = P + 3Q, fG2 = 4Q, and hence

fG1 +Q = fG2 + P . Therefore {F1, G1}, {F2, G2} is an admissible pair of sequences on C

and it yields the regular sequence {s, t3} in T .

Let a � �1 be an integer and let ⌧ : T (�2) � T (�4) ! T (2a + 1) be a map given by

⌧ = (f, g), where {f, g} is a regular sequence in T with deg f = 2a+3 and deg g = 2a+5.

Let  : SC(�1) � SC(�2) ! SC [2a + 1] be the map corresponding to ⌧ as in Lemma

5.1.10. Define � =  � ⇡, where ⇡ : IC ⇣ IC/I2C is the canonical surjection. Then we
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have the commutative diagram

Ker�

✏✏✏✏

� � // IC

⇡

✏✏✏✏

�
// SC [2a+ 1]

Ker � _

✏✏

� � // IC/I2C ⇠= SC(�1)� SC(�2)
� _

j

✏✏

 
// SC [2a+ 1]

� _

✏✏

Ker ⌧ �
�

// T (�2)� T (�4)
(f,g)

// T (2a+ 1),

(84)

where j is the inclusion SC(�1)� SC(�2) ,! T (�2)� T (�4) as in (5.1.7).

Proposition 5.3.12. In the setting of Diagram (84), � defines a CM double conic Z on

C of type 2a + 1 with IZ = (I2
C
, F1q � G1x, F2q � G2x), where {F1, G1}, {F2, G2} is an

admissible pair of sequences on C corresponding to {f, g}. Moreover, if {F 0

1, G
0

1}, {F
0

2, G
0

2}

is an admissible pair of sequences on C that defines some double conic Z 0 on C of type

2a+ 1, then Z 0 = Z , there exists an M 2 GL(2, k) such that

0

BB@
F 0

1 F 0

1

G0

1 G0

2

1

CCA = M

0

BB@
F1 F2

G1 G2

1

CCAmod IC .

Proof. By construction, Coker� has finite length and hence � defines a CM double conic

Z on C of type 2a + 1 with total ideal IZ = I2
C
+ (⇡ � j)�1 Ker ⌧ by Theorem 5.3.1.

Let ê1 and ê2 be the generators of T (�2) � T (�4). Since {f, g} is a regular sequence

in T , Ker ⌧ is generated by the Koszul relation ⌘ = f ê2 � gê1. But j�1(⌘) = ? since

deg ⌘ = 2a + 7, which is odd. Notice j�1(s⌘), j�1(t⌘) 2 SC(�1) � SC(�2), since deg s⌘

and deg t⌘ are even. Hence (j�1(s⌘), j�1(t⌘)) ✓ j�1 Ker ⌧ . Conversely, let u 2 j�1 Ker ⌧ .

Then j(u) 2 (⌘) and hence there exists � 2 T such that j(u) = �⌘. Notice deg �
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is odd, since deg j(u) is even and deg ⌘ is odd. Hence there exist µ, ⌫ 2 T such that

� = µs + ⌫t. Therefore j(u) = µs⌘ + ⌫t⌘ and hence u 2 ✓�1(µ)j�1(s⌘) + ✓�1(⌫)j�1(t⌘).

Thus j�1 Ker ⌧ ✓ (j�1(s⌘), j�1(t⌘)) and hence j�1 Ker ⌧ = (j�1(s⌘), j�1(t⌘)). Therefore

j�1 Ker ⌧ is generated by j�1(s⌘) and j�1(t⌘).

Let {F1, G1}, {F2, G2} be an admissible pair of sequences on C corresponding to {f, g}.

Since s⌘ = sf ê2 � sgê1, ✓(F1) = sf and ✓(G1) = sg we have j�1(s⌘) = F1q �G1x.

Similarly, j�1(t⌘) = F2q �G2x. Therefore (⇡ � j)�1 Ker ⌧ is generated by F1q�G1x and

F2q �G2xmod I2
C
. Hence IZ = (I2

C
, F1q �G1x, F2q �G2x).

Let {F 0

1, G
0

1}, {F
0

2, G
0

2} be another admissible pair of sequences on C that defines a CM

double conic Z 0 on C of type 2a + 1. Then Z 0 = Z , IZ0 = IZ , IZ0/I2
C

= IZ/I2C .

Notice IZ/I2C can be considered as a submodule of SC(�1) � SC(�2) via the inclusion

IZ/I2C ⇢ IC/I2C ⇠= SC(�1)� SC(�2). Since IC/I2C ⇠= SC(�1)� SC(�2) and since IC/I2C

is generated by x̄ and q̄, where x̄ and q̄ are the images of x and q in S/I2
C
, we can

identify {x̄, q̄} as a basis of SC(�1) � SC(�2). Therefore IZ/I2C is generated by the

vectors (F1,�G1) and (F2,�G2) as a submodule of SC(�1)� SC(�2). Similarly, IZ0/I2
C

is generated by the vectors (F 0

1,�G0

1) and (F 0

2,�G0

2) as a submodule of SC(�1)�SC(�2).

Therefore IZ0/I2
C
= IZ/I2C , there exists an N 2 GL(2, k) such that

0

BB@
F 0

1 F 0

1

�G0

1 �G0

2

1

CCA = N

0

BB@
F1 F2

�G1 �G2

1

CCAmod IC .

Let N =

0

BB@
↵ �

� �

1

CCA and M =

0

BB@
↵ ��

�� �

1

CCA. Then detM = detN . Hence N 2 GL(2, k) ,
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M 2 GL(2, k). Moreover,

0

BB@
F 0

1 F 0

1

�G0

1 �G0

2

1

CCA = N

0

BB@
F1 F2

�G1 �G2

1

CCAmod IC ,

0

BB@
F 0

1 F 0

1

G0

1 G0

2

1

CCA = M

0

BB@
F1 F2

G1 G2

1

CCAmod IC .

Therefore Z 0 = Z , IZ0/I2
C
= IZ/I2C , there exists an M 2 GL(2, k) such that

0

BB@
F 0

1 F 0

1

G0

1 G0

2

1

CCA = M

0

BB@
F1 F2

G1 G2

1

CCAmod IC .

Remark 5.3.13. Let Z be a double conic on C of type 2a+1, where a � �1, given by the

regular sequence {f, g} in T . Then deg f = 2a+ 3 and deg g = 2a+ 5. Notice deg f � 1

and deg g � 3, since a � �1. So there exist f1, f2, g1, g2 2 T such that f = sf1 + tf2

and g = sg1 + tg2. Notice deg fi and deg gi are even. Let F11, F12, G11, G12 2 S such

that ✓(F11) = f1, ✓(F12) = f2, ✓(G11) = g1 and ✓(G12) = g2. Let {F1, G1}, {F2, G2} be

an admissible pair of sequences on C corresponding to {f, g} such that ✓(F1) = sf ,

✓(G1) = sg, ✓(F2) = tf, ✓(G2) = tg. Then F1 = yF11 + wF12, since sf = s2f1 + stf2.

Similarly, we have F2 = wF11 + zF12, G1 = yG11 + wG12 and G1 = wG11 + zG12. Notice

we can choose F11, F12, G11, G12 from SC . We can express these relations in a matrix

form as follows: 0

BB@
F1 G1

F2 G2

1

CCA =

0

BB@
y w

w z

1

CCA

0

BB@
F11 G11

F12 G12

1

CCA . (85)
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Proposition 5.3.14. Let Z be a double conic on C of type 2a+ 1, where a � �1, with

total ideal IZ = (I2
C
, F1q�G1x, F2q�G2x). Let F11, F12, G11, G12 2 SC be homogeneous

polynomials that satisfy the relations in (85). Then IZ has minimal S-resolution

0 ! N3
'3
�! N2

'2
�! N1

'1
�! IZ ! 0, (86)

where N1 = S(�2)� S(�3)� S(�4)� S(�a� 4)2, N2 = S(�4)� S(�5)� S(�a� 5)4,

N3 = S(�a� 6)2 and '1 = (x2, xq, q2, F1q �G1x, F2q �G2x),

'2 =

0

BBBBBBBBBBBBBB@

q 0 G1 G2 0 0

�x q �F1 �F2 G11 G12

0 �x 0 0 �F11 �F12

0 0 x 0 z �w

0 0 0 x �w y

1

CCCCCCCCCCCCCCA

, '3 =

0

BBBBBBBBBBBBBBBBBB@

�G11 G12

F11 �F12

z w

�w �y

�x 0

0 x

1

CCCCCCCCCCCCCCCCCCA

.

Proof. From (85) we get the relations:

F1 = yF11 + wF12, G1 = yG11 + wG12, F2 = wF11 + zF12, G2 = wG11 + zG12. (87)

Let Ci denote the ith column of '2. Using the relations in (87) we can show that '1·Ci = 0

for all i. For example,
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'1 · C5 = G11xq � F11q
2 + z(F1q �G1x)� w(F2q �G2x)

= G11xq � F11q
2 + zF1q � zG1x� wF2q + wG2x

= G11xq � F11q
2 + z(yF11 + wF12)q � z(yG11 + wG12)x� w(wF11 + zF12)q

+w(wG11 + zG12)x

= G11xq � F11q
2 + (yz � w2)F11q � (yz � w2)G11x

= G11xq � F11q
2 + F11q

2
�G11xq, since q = yz � w2.

= 0.

Hence '2 � '1 is the zero map. Similarly, '3 � '2 is also the zero map. Thus (86) is a

complex. Notice (86) is exact if and only if the complex

0 ! N3
'3
�! N2

'2
�! N1

'1
�! N0 (88)

is exact, where N0 = S. We use Buchsbaum-Eisenbud criterion 2.1.20 to prove that (88)

is exact. Notice rank'1 = 1, since x2
6= 0 in S. Let M be the 5 ⇥ 5 submatrix of '2

obtained by deleting its first column, i.e.,
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M =

0

BBBBBBBBBBBBBB@

0 G1 G2 0 0

q �F1 �F2 G11 G12

�x 0 0 �F11 �F12

0 x 0 z �w

0 0 x �w y

1

CCCCCCCCCCCCCCA

.

Then using the relations in (87) we see that

detM = �q

����������������

G1 G2 0 0

0 0 �F11 �F12

x 0 z �w

0 x �w y

����������������

� x

����������������

G1 G2 0 0

�F1 �F2 G11 G12

x 0 z �w

0 x �w y

����������������

= �xqG1(wF11 + zF12) + xqG2(yF11 + wF12)

�xG1

������������

�F2 G11 G12

0 z �w

x �w y

������������

+ xG2

������������

�F1 G11 G12

x z �w

0 �w y

������������

= �xqF2G1 + xqF1G2 + xqF2G1 + x2G1(wG11 + zG12)� xqF1G2

�x2G2(yG11 + zG12)

= x2G1G2 � x2G1G2

= 0.
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Similarly, we can show that all the 5⇥ 5 minors of '2 are zero. Hence rank'2  4. Let

M1 and M2 be the 4⇥ 4 submatrices of '2 given by

M1 =

0

BBBBBBBBBB@

�x q �F1 �F2

0 �x 0 0

0 0 x 0

0 0 0 x

1

CCCCCCCCCCA

and M2 =

0

BBBBBBBBBB@

q 0 0 0

�x q G11 G12

0 0 z �w

0 0 �w y

1

CCCCCCCCCCA

(89)

then detM1 = x4 and detM2 = q3. Thus '2 has some nonzero 4 ⇥ 4 minors and hence

rank'2 = 4. Similarly we can show that rank'3 = 2. Thus rankNi = rank'i+rank'i+1

for i = 1, 2, 3. It remains to show that depth I('i) � i. We have x2
2 I('1), which is

regular in S. Hence depth I('1) � 1. From (89) we see that x4, q3 2 I('2), since

detM1 = x4 and detM2 = q3. Since {x, q} is a regular sequence in S, {x4, q3} is also a

regular sequence in S by [26, Theorem 16.1]. Hence depth I('2) � 2. Finally, let T1, T2

and T3 be the 2⇥ 2 submatrices of '3 given by

T1 =

0

BB@
�x 0

0 x

1

CCA , T2 =

0

BB@
z w

�w �y

1

CCA and T3 =

0

BB@
F11 �F12

�w �y

1

CCA .

Then x2, q, F1 2 I('3), since detT1 = �x2, detT2 = �q and detT3 = �F1. By con-

struction F1 2 ✓�1(sf), where f 2 T is some regular element. If F1 2 (x, q) then

✓(F1) = sf = 0, which contradicts the regularity of f . Hence F1 /2 (x, q). Suppose

UF1 2 (x, q) for some U 2 S. Set u := ✓(U). Then ✓(UF1) = usf = 0 in T . Since sf is

regular in T we must have u = 0. Thus U 2 (x, q) and F1 is regular in S/(x, q). Hence

94



{x, q, F1} is a regular sequence in S. Therefore {x2, q, F1} is also a regular sequence in S

by [26, Theorem 16.1]. Hence depth I('3) � 3 and therefore (88) is exact by Buchsbaum-

Eisenbud criterion 2.1.20. Thus (86) is exact and hence a minimal S-resolution of IZ .

Proposition 5.3.15. If Z is a double conic on C of type 2a + 1, where a � �1, then

IZ/ICIZ
⇠= OC(2a+ 1)�OC [�2a� 7].

Proof. Let Z be given by the regular sequence {f, g} in T . Then deg f = 2a + 3 and

deg g = 2a+ 5. We have the commutative diagram

0 // IZ/I2
C

✏✏

// IC/I2
C

✏✏

// i⇤OP1(2a+ 1)

✏✏

// 0

0 // OP1(�2a� 7)

0

BBBBBB@

�g

f

1

CCCCCCA

// OP1(�2)�OP1(�4)

0

@f g

1

A

// OP1(2a+ 1) // 0.

Notice, the last two vertical maps are isomorphisms. Therefore IZ/I2
C
⇠= i⇤OP1(�2a� 7)

by the snake lemma. On the other hand, I
2
C
/ICIZ

⇠= (IC/IZ)⌦2 by Corollary 4.2.8

(b). Since IC/IZ
⇠= i⇤OP1(2a + 1), we therefore have I

2
C
/ICIZ

⇠= i⇤OP1(4a + 2). Since

IZ ⇢ IC , we have ICIZ ⇢ I
2
C
and hence the commutative diagram

0 ! I
2
C
/ICIZ ! IZ/ICIZ ! IZ/I

2
C
! 0. (90)

Notice

Ext1
OC

(IZ/I
2
C
, I2

C
/ICIZ) ⇠= Ext1

OC
(i⇤OP1(�2a� 7), i⇤OP1(4a+ 2))

⇠= Ext1
OP1

(OP1(�2a� 7),OP1(4a+ 2))

⇠= H1(P1,OP1(6a+ 9))
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by [18, III, Proposition 6.3 (c)]. Now h1
OP1(6a + 9) = h0

OP1(�6a � 11) by [18, III,

Theorem 5.1 (d)]. Since a � �1, �6a � 11  �5 and hence h0
OP1(�6a � 11) = 0.

Therefore Ext1
OC

(IZ/I2
C
, I2

C
/ICIZ) ⇠= H1(P1,OP1(6a + 9)) = 0 and hence (90) is split

exact. Thus IZ/ICIZ
⇠= i⇤OP1(4a+2)� i⇤OP1(�2a�7) ⇠= OC(2a+1)�OC [�2a�7].

Corollary 5.3.16. If Z is a double conic on C of type `, then proj dimSZ = 3 , ` � �1.

In particular, Z is not ACM , ` � �1.

Proof. By Corollaries 5.3.3, 5.3.4 and Propositions 5.3.6, 5.3.14 we have proj dimSZ = 3

if and only if ` � �1. Therefore Z is not ACM , ` � �1.

5.4 Linkage of double conics

In this section we give criteria for double conics of the same support to be linked by a

complete intersection. In particular, we give a criterion for double conics to be self-linked.

Definition 5.4.1. Let Y, Y 0 and X be curves P3 such that X is a complete intersection

curve with IX ✓ IY \ IY 0 . Then Y is (algebraically) directly linked to Y 0 by X if and

only if [IX : IY ] = IY 0 and [IX : IY 0 ] = IY . If Y is linked to Y 0 by X, we write Y ⇠ Y 0 by

X. If Y is linked to itself by X, we say Y is self-linked by X.

Proposition 5.4.2. Let Y, Y 0
⇢ P3 be CM curves. If Y ⇠ Y 0 by a complete intersection

X with IX = (F,G), then

(a) deg Y + deg Y 0 = degX and

(b) pa(Y )� pa(Y 0) = 1
2(degF + degG� 4)(deg Y � deg Y 0).

Proof. [25, III, Proposition 1.2] or [28, Corollaries 5.2.13 and 5.2.14].
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Corollary 5.4.3. Let Z and Z 0 be double conics on C of types ` and `0 respectively. If

Z ⇠ Z 0 then ` = `0.

Proof. Since degZ = degZ 0, we have pa(Z) = pa(Z 0) by Proposition 5.4.2 (b). Also

pa(Z) = �1� ` and pa(Z 0) = �1� `0 by Theorem 5.3.1. Hence ` = `0.

Lemma 5.4.4. Let Z and Z 0 be double conics on C of type ` � �1. If Z ⇠ Z 0 by a

complete intersection X then IX = (x2,↵xq + q2) for some linear form ↵ 2 S.

Proof. By Proposition 5.4.2 (a), degX = degZ + degZ 0 = 8. Let IX = (A,B). Then

A,B are homogeneous polynomials in IZ such that degA · degB = degX = 8. By

Propositions 5.3.2 and 5.3.12, IZ has no linear term and the only qudratic term in IZ is

x2. Hence degA and degB can be either 2 or 4. Let degA = 2 and degB = 4. Since the

only quadratic form in IZ is x2, we may assume that A = x2. It remains to show that

B = ↵xq + q2 for some linear form ↵ 2 S.

First suppose ` = 2a, where a � 0. Then IZ = (I2
C
, F q � Gx) by Proposition 5.3.2.

Notice deg(Fq �Gx) = a+ 3. Thus if a � 2 then deg(Fq �Gx) � 5 and hence B 2 I2
C
.

So we can take B = ↵xq + �q2 for some linear form ↵ 2 S and � 2 k. Now suppose

0  a  1. Then B = ↵xq + �q2 + �(Fq �Gx), where deg � = 4� (a+ 3) = 1� a  1.

Since Z ⇠ Z 0 by X, we must have SuppX = C, i.e., Z(A,B) = Z(x, q) where Z(A,B)
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means the common zero locus of A and B. Since

Z(A,B) = Z(x2,↵xq + �q2 + �(Fq �Gx))

= Z(x,↵xq + �q2 + �(Fq �Gx))

= Z(x, (�q + �F )q)

= Z(x, q) [ Z(x, �q + �F ),

we must have Z(x, �q+ �F ) = Z(x, q), hence
p
(x, �q + �F ) =

p
(x, q) = (x, q). There-

fore (x, �q+ �F ) ✓ (x, q), hence �q+ �F 2 (x, q), i.e., �F 2 (x, q). Since F is regular in

SC = S/(x, q), we must have � 2 (x, q). Now if a = 1, i.e., deg � = 0 then we have � = 0

and B = ↵xq + �q2. If a = 0, i.e., deg � = 1 then � = ⌫x for some ⌫ 2 k⇤. Replacing ↵

by ↵ + ⌫F we see that B = ↵xq + �q2 � ⌫Gx2. Hence IX = (x2,↵xq + �q2). Therefore

we can take B = ↵xq + �q2 whenever ` = 2a � 0. Notice if � = 0 then {A,B} is not

a regular sequence in S and hence X fails to be a complete intersection. Thus we must

have � 6= 0. Hence we can assume that � = 1. Therefore IX = (x2,↵xq + q2).

Now suppose ` = 2a+1, where a � �1. Then IZ = (I2
C
, F1q�G1x, F2q�G2x) by Propo-

sition 5.3.12. Notice deg(Fiq � Gix) = a + 4. Hence if a � 1 then deg(Fiq � Gix) � 5

and hence B 2 I2
C
. So we can take B = ↵xq+�q2 for some linear form ↵ 2 S and � 2 k.

Now suppose �1  a  0. Then B = ↵xq + �q2 + �(F1q �G1x) + �(F2q �G2x), where

deg � = deg � = 4� (a+ 4) = �a  1. Since Z(A,B) = Z(x, q) and since
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Z(A,B) = Z(x2,↵xq + �q2 + �(F1q �G1x) + �(F2q �G2x))

= Z(x,↵xq + �q2 + �(F1q �G1x) + �(F2q �G2x))

= Z(x, (�q + �F1 + �F2)q)

= Z(x, q) [ Z(x, �q + �F1 + �F2),

we must have Z(x, �q + �F1 + �F2) = Z(x, q), hence
p

(x, �q + �F1 + �F2) = (x, q).

Therefore (x, �q+�F1+�F2) ✓ (x, q), hence �q+�F1+�F2 2 (x, q), i.e., �F1+�F2 2 (x, q).

Hence (�̄s+ �̄t)f = 0 in T , where �̄, �̄ are the images of �, � in T under the map ✓ as in

(5.1.7) and f 2 T is a regular element such that ✓(F1) = sf, ✓(F2) = tf . Therefore

�̄s+ �̄t = 0. (91)

First suppose a = 0. Then deg � = deg � = 0, hence deg �̄ = deg �̄ = 0 Therefore from

(91) we see that �̄ = �̄ = 0. Hence � = � = 0 and B = ↵xq + �q2. Finally, let a = �1.

Then deg � = deg � = 1. Hence deg �̄ = deg �̄ = 2. From (91) we see that �̄s = ��̄t.

Hence s | �̄ and t | �̄. So there exist a, b, c, d 2 k such that �̄ = ast+bt2 and �̄ = cs2+dst.

Using (91) we have st[(a + c)s + (b + d)t] = 0. Hence (a + c)s + (b + d)t = 0 since st

is a nonzerodivisor in T . Thus a + c = b + d = 0, i.e., c = �a and d = �b. Hence
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�̄ = ast+ bt2, �̄ = �(as2 + bst) and therefore � = aw + bz, � = �(ay + bw), i.e.,

✓
� �

◆
=

✓
a b

◆
0

BB@
w �y

z �w

1

CCA . (92)

Notice

�(F1q �G1x) + �(F2q �G2x) =

✓
� �

◆
0

BB@
F1q �G1x

F2q �G2x

1

CCA =

✓
� �

◆
0

BB@
F1 G1

F2 G2

1

CCA

0

BB@
q

�x

1

CCA .

(93)

From (85) we have 0

BB@
F1 G1

F2 G2

1

CCA =

0

BB@
y w

w z

1

CCA

0

BB@
F11 G11

F12 G12

1

CCA . (94)

Combining (92), (93) and (94) we get

�(F1q �G1x) + �(F2q �G2x) =

✓
a b

◆
0

BB@
w �y

z �w

1

CCA

0

BB@
y w

w z

1

CCA

0

BB@
F11 G11

F12 G12

1

CCA

0

BB@
q

�x

1

CCA

=

✓
a b

◆
0

BB@
0 �q

q 0

1

CCA

0

BB@
F11 G11

F12 G12

1

CCA

0

BB@
q

�x

1

CCA

=

✓
a b

◆
0

BB@
�F12 �G12

F11 G11

1

CCA

0

BB@
q2

�xq

1

CCA

= (aG12 � bG11)xq + (bF11 � aF12)q
2.
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Therefore

B = ↵xq + �q2 + �(F1q �G1x) + �(F2q �G2x)

= (↵ + aG12 � bG11)xq + (� + bF11 � aF12)q
2.

Replacing ↵+ aG12 � bG11 by ↵ and �+ bF11 � aF12 by � we get B = ↵xq+ �q2. Notice

if � = 0 then {A,B} is not a regular sequence in S, hence X fails to be a complete

intersection. Hence � 6= 0. We can assume that � = 1. Therefore IX = (x2,↵xq+q2).

Proposition 5.4.5. Let Z,Z 0 be a double conics on C of type ` = 2a, where a � 0. Let

IZ = (I2
C
, F q � Gx) and let X be the complete intersection with IX = (x2,↵xq + q2),

where ↵ 2 S is a linear form. Then Z ⇠ Z 0 by X () IZ0 = (I2
C
, F q + (G+ ↵F )x).

Proof. Let Y ⇢ P3 be the closed subscheme with total ideal IY = (I2
C
, F q+ (G+ ↵F )x).

Since {F,G} is a regular sequence in SC , {F,�(G+↵F )} is also a regular sequence in SC

by Lemma 2.1.8. Therefore Y is a double conic on C of type 2a by Proposition 5.3.2. So

it su�ces to prove that Z ⇠ Z 0 by X , Z 0 = Y . Notice, (Fq+ (G+↵F )x)(Fq�Gx) =

�(G2 + FG↵)x2 + F 2(↵xq + q2) 2 IX . Similarly, we can show that uv 2 IX , for all

u 2 IY and v 2 IZ . Hence IY IZ ✓ IX , i.e., IY ✓ [IX : IZ ]. Now if Z ⇠ Z 0 by X then

IZ0 = [IX : IZ ]. Hence IY ✓ IZ0 , i.e., Z 0
✓ Y . Notice Z 0 and Y are double conics on C of

type 2a and hence they have the same Hilbert polynomial by Theorem 5.2.1. Therefore

Z 0 = Y by Lemma 3.1.2. In particular, Z ⇠ Y by X. Hence Z ⇠ Z 0 by X , Z 0 = Y .
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Proposition 5.4.6. Let Z and Z 0 be double conics on C of type ` = 2a + 1, where

a � �1. Let IZ = (I2
C
, F1q � G1x, F2q � G2x) and let X be the complete intersection

with IX = (x2,↵xq + q2), where ↵ 2 S is a linear form. Then

Z ⇠ Z 0 byX () IZ0 = (I2
C
, F1q + (G1 + F1↵)x, F2q + (G2 + F2↵)x).

Proof. Let {f, g} be a regular sequence in T induced by the admissible pair of sequences

{F1, G1}, {F2, G2}. Then ✓(F1) = sf, ✓(G1) = sg, ✓(F2) = tf and ✓(G2) = tg. Hence

✓(�(G1 + ↵F1)) = �s(g + ↵̄f) and ✓(�(G2 + ↵F2)) = �t(g + ↵̄f), where ↵̄ = ✓(↵).

By Lemma 2.1.8, {f,�(g + ↵̄f)} is a regular sequence in T for all ↵̄ 2 T and hence

{F1,�(G1 + ↵F1)}, {F2,�(G2 + ↵F2)} is an admissible pair of sequences on C for all

linear forms ↵ 2 S. Let Y ✓ P3 be the closed subscheme defined by the total ideal

IY = (I2
C
, F1q + (G1 + F1↵)x, F2q + (G2 + F2↵)x). By Proposition 5.3.12, Y is a double

conic on C of type 2a + 1. So it su�ces to show that Z ⇠ Z 0 by X , Z 0 = Y . Notice,

(F1q+(G1+F1↵)x)(F1q�G1x) = �(F1G1↵+G2
1)x

2+F 2
1 (↵xq+ q2) 2 IX . Similarly, we

can show that uv 2 IX , for all u 2 IY and v 2 IZ . Hence IY IZ ✓ IX , i.e., IY ✓ [IX : IZ ].

Now if Z ⇠ Z 0 by X then IZ0 = [IX : IZ ]. Hence IY ✓ IZ0 , i.e., Z 0
✓ Y . Notice Z 0 and Y

are double conics on C of type 2a+ 1 and hence they have the same Hilbert polynomial

by Theorem 5.2.1. Therefore Z 0 = Y by Lemma 3.1.2. In particular, Z ⇠ Y by X.

Hence Z ⇠ Z 0 by X , Z 0 = Y .
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Corollary 5.4.7. Let Z be a double conic on C of type ` � �1. Then Z is self-linked

if and only if char k = 2.

Proof. First suppose ` is even. Let Z ⇠ Z by a complete intersection X. Then by

Lemma 5.4.4, IX = (x2,↵xq + q2) for some linear form ↵ 2 S. Hence by Proposition

5.4.5, G+ ↵F = �Gmod IC ) ↵F = �2G in SC ) ↵F = 0 in SC/(G) ) ↵ = 0 in SC ,

since {F,G} is a regular sequence in SC and ↵ is a linear form. Hence Z ⇠ Z ) G = �G

in SC ) 2G = 0 in SC ) 2 = 0, since G is nonzero in SC ) char k = 2. Conversely, let

char k = 2. Then IZ = (I2
C
, F q �Gx) = (I2

C
, F q +Gx). Therefore by Proposition 5.4.5,

Z ⇠ Z by the complete intersection X 0, where IX0 = (x2, q2).

Now suppose ` is odd. Let {f, g} be a regular sequence in T corresponding to Z. Then

by Proposition 5.4.6, Z ⇠ Z ) G1 + ↵F1 = �G1 in SC ) 2G1 + ↵F1 = 0 in SC

) s(2g + ↵̄f) = 0 in T , where ↵̄ is the image of ↵ in T under ✓. Since s is regular in T ,

s(2g + ↵̄f) = 0 in T ) 2g + ↵̄f = 0 in T ) ↵̄f = �2g in T ) ↵̄ = 0 in T , since {f, g}

is a regular sequence in T ) 2g = 0 in T ) 2 = 0, since g is nonzero in T ) char k = 2.

Conversely, let char k = 2. Then IZ = (I2
C
, F1q�G1x, F2q�G2x) = (I2

C
, F1q+G1x, F2q+

G2x). Therefore by Proposition 5.4.6, Z ⇠ Z by X 0, where IX0 = (x2, q2).

Remark 5.4.8. Double conics of types �4 and �2 are self-linked over any algebraically

closed field k, since they are complete intersections by Corollaries 5.3.3 and 5.3.4.

Remark 5.4.9. Corollary 5.4.7 extends a well-known theorem of Juan Migliore [27,

Theorem 4.4] which says that a double line of arithmetic genus less than �1 is self-linked

if and only if char k = 2. Luis Aguirre [1, Corollary 4.3.2] also extended Migliore’s

theorem to extremal p-lines in P3, where p is a prime.
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Proposition 5.4.10. Let Z be a double conic on C of type 2a+ 1, where a � �1, with

total ideal IZ = (I2
C
, F1q � G1x, F2q � G2x). Let MZ be the Rao module of Z and let

F11, F12, G11, G12 2 S be homogeneous polynomials that satisfy the relations (85). Then

MZ has S-presentation

S(�2)� S(�1)� S(a� 1)4
�
�! S(a)2 ! MZ ! 0, (95)

where

� =

0

BB@
G11 F11 z �w �x 0

�G12 �F12 w �y 0 x

1

CCA .

Proof. Let Z 0 be a double conic on C of type 2a + 1 such that Z ⇠ Z 0 by the complete

intersection X, where IX = (x2, q2). Let MZ0 be the Rao module of Z 0 and let

0 ! L4
�4
�! L3 ! L2 ! L1 ! L0 ! MZ0 ! 0 (96)

be a minimal free resolution of MZ0 . Dualizing (96) we get the exact sequence

L_

3

�
_
4

�! L_

4 ! Ext 4
S
(MZ0 , S) ! 0 (97)

by [25, II, § 2]. Since Z ⇠ Z 0 by X, we have MZ
⇠= Ext4

S
(MZ0 , S)(�6) by [?, 2.1]. Hence

we get the exact sequence

L_

3 (�6)
�
_
4

�! L_

4 (�6) ! MZ ! 0. (98)
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By Proposition 5.4.6, we have IZ0 = (I2
C
, F1q + G1x, F2q + G2x), i.e., Z 0 is given by

the admissible pair of sequences {F1,�G1}, {F2,�G2}. Let F 0

11, F
0

12, G
0

11, G
0

12 2 S be

homogeneous polynomials that satisfy the relations (85) for {F1,�G1}, {F2,�G2}. Then

F 0

11 = F11, F 0

12 = F12, G0

11 = �G11, G0

12 = �G12. Therefore by Proposition 5.3.14, IZ0 has

minimal S-resolution

0 ! N3
'3
�! N2

'2
�! N1

'1
�! IZ0 ! 0, (99)

where N1 = S(�2)� S(�3)� S(�4)� S(�a� 4)2, N2 = S(�4)� S(�5)� S(�a� 5)4,

N3 = S(�a� 6)2 and '1 = (x2, xq, q2, F1q +G1x, F2q +G2x),

'2 =

0

BBBBBBBBBBBBBB@

q 0 �G1 �G2 0 0

�x q �F1 �F2 �G11 �G12

0 �x 0 0 �F11 �F12

0 0 x 0 z �w

0 0 0 x �w y

1

CCCCCCCCCCCCCCA

, '3 =

0

BBBBBBBBBBBBBBBBBB@

G11 �G12

F11 �F12

z w

�w �y

�x 0

0 x

1

CCCCCCCCCCCCCCCCCCA

.

On the other hand, applying Rao’s theorem [?, Theorem 2.5] to (96) we see that IZ0 has

a minimal resolution of the form

0 ! L4
(�4,0)
���! L3 � (�r

i=1S(�li)) ! �
m

i=1S(�ei) ! IZ0 ! 0. (100)

Compairing (99) and (100) we see that L4 = N3, L3 = N2 and �4 = �3. Let � = �T

3 .

Then (98) gives the S-presentation (95) of MZ .
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5.5 Surfaces containing double conics

In this section we prove some properties of general surfaces containing a double conic. In

particular, we show that such a surface is normal and the number of its singular points

is determined by its degree and the genus of the double conic contained in it.

Proposition 5.5.1. Let Z be a double conic on C of type `. If Z is contained in a

nonsingular surface E of degree d > 0, then ` = 2d� 6.

Proof. Let IC|E and IZ|E be the ideal sheaves of C and Z in E respectively. Then we

have the exact sequence

0 ! IZ|E ! OE ! OZ ! 0. (101)

Applying Euler characteristics to the sheaves in (101) we get

�OZ = �OE � �IZ|E. (102)

Since E is nonsingular, C is an e↵ective divisor on E. Hence IC|E is an invertible OE-

module and IZ|E = I
2
C|E

. Thus we have the isomorphism N
_

C|E
⇠= IC|E/IZ|E, where

N
_

C|E
= IC|E/I2

C|E
is the conormal bundle of C in E. Hence we have the exact sequence

0 ! IZ|E ! IC|E ! N
_

C|E
! 0. (103)

Applying Euler characteristics to the sheaves in (103) we get

�IZ|E = �IC|E � �N _

C|E
. (104)
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We also have the exact sequence

0 ! IC|E ! OE ! OC ! 0. (105)

Applying Euler characteristics to the sheaves in (105) we get

�OE = �IC|E + �OC . (106)

Combining (102), (104), (106) and using the fact that �OC = 1, we get

�OZ = 1 + �N _

C|E
. (107)

Since E is nonsingular and C is a nonsingular closed subscheme of E, we have the exact

sequence

0 ! N
_

C|E
! ⌦E ⌦OC ! ⌦C ! 0 (108)

by [18, II, Theorem 8.17]. Taking the highest exterior powers of the sheaves in (108) we

get

^
2 (⌦E ⌦OC) ⇠= ^

1
N

_

C|E
⌦ ^

1⌦C = N
_

C|E
⌦ ⌦C (109)

by [18, II, Exercise 5.16 (d)]. Also by [18, II, Example 8.20.3], we have ⌦C = !C
⇠=

OC(�1) and !E
⇠= OE(d � 4), where d = degE. Thus ^

2(⌦E ⌦ OC) = !E ⌦ OC
⇠=

OC(d � 4) and hence N
_

C|E
⇠= OC(d � 4) ⌦ OC(1) ⇠= OC(d � 3) by (109). Therefore

�N _

C|E
= 2(d � 3) + 1 and hence �OZ = 2(d � 3) + 2 = 2d � 4 by (107). On the other

hand, �OZ = 1�pa(Z) = `+2 by Theorem 5.2.1. Thus `+2 = 2d�4, i.e., ` = 2d�6.
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Theorem 5.5.2. Let Z be a double conic on C of type ` � 4. Then Z is contained in a

nonsingular surface if and only if ` is even.

Proof. Let E be a nonsingular surface containing Z with degE = d. Then ` = 2d � 6,

i.e., ` is even, by Proposition 5.5.1. Conversely, let ` = 2a, where a � �2. Then by

Proposition 5.3.2, IZ = (I2
C
, F q�Gx), where degF = a+1, degG = a+2 and F,G have

no common zeros along C. Set E := Fq �Gx and d := degE. Notice d = a+ 3. Let JE

denote the Jacobian of E, i.e., JE =

✓
Ex Ey Ez Ew

◆
, where Ex, Ey, Ez, Ew are the

partial derivatives of E with respect to x, y, z, w respectively. Then

JE =

✓
Fxq �Gxx�G Fyq + Fz �Gyx Fzq + Fy �Gzx Fwq � 2Fw �Gwx

◆
.

Let P 2 C be a closed point. Then we get

JE(P ) =

✓
�G(P ) F (P )z(P ) F (P )y(P ) �2F (P )w(P )

◆
.

If G(P ) 6= 0 then rank JE(P ) = 1 and Z(E) is nonsingular at P . On the other hand,

if G(P ) = 0 then F (P ) 6= 0, since F and G have no common zeros along C. Therefore

JE(P ) = 0 ) y(P ) = z(P ) = 0. But then [w(P )]2 = y(P )z(P ) = 0, i.e., w(P ) = 0. Thus

JE(P ) = 0 , P = (1, 0, 0, 0), which is a contradiction since (1, 0, 0, 0) /2 C. Therefore

SingZ(E) \ C = ?, where Z(E) is the surface {E = 0}.

Let U1 = {G 2 H0
IZ(d)|Z(G) is nonsingular along C}. Then U1 is an open subset of

PH0
IZ(d) by an application of Elimination Theory [18, I, Theorem 5.7A]. Notice E 2 U1,

since Z(E)\C = ?. Hence U1 is a nonempty open subset of PH0
IZ(d). Let � ⇢ |OP3(d)|

108



be the incomplete linear system corresponding to the vector subspace V = H0
I
2
C
(d) and

let D 2 � be general. Notice d = a+3 � 5, since ` = 2a � 4. Hence I2
C
(d�1) is generated

by global sections and therefore SingD ✓ C by Lemma 4.5.3. Let U2 be a nonempty

open subset of {D 2 �| SingZ(D) ✓ C}. Then U1 \U2 ⇢ PH0
IZ(d) is a nonempty open

dense set. Hence Z(D) is a nonsingular surface containing Z, for all D 2 U1 \ U2.

Proposition 5.5.3. Let Z be a double conic on C of type ` and let Z(E) be a general

surface containing Z of degree d � d
`+8
2 e. Then Z(E) is normal. Moreover,

(a) | SingZ(E)| = 2d� `� 6.

(b) If char k = 0 and E is very general in the linear system |IZ(d)| then ClZ(E) is

freely generated by OZ(E)(1) and C.

Proof. Since d � d
`+8
2 e, IZ(d� 1) is generated by global sections. Hence E is normal by

Proposition 4.5.4 (a). We have IZ(E) = (E). Let JZ(E)|C be the Jacobain of E restricted

on C. First suppose ` = 2a. By Proposition 5.3.2, we have IZ = (I2
C
, F q � Gx), where

degF = a + 1, degG = a + 2 and F,G have no common zeros along C. Since E 2 IZ ,

there exist ↵, �, �, A 2 S such that E = ↵x2 + �xq + �q2 + A(Fq �Gx). Therefore

JZ(E)|C =

✓
�Ag AFz AFy �2AFw

◆
.

Let P 2 SingZ(E) \ C. Then JZ(E)|C(P ) = 0. Notice, if A(P ) 6= 0 then we must have

G(P ) = 0 and hence F (P ) 6= 0. Thus y(P ) = z(P ) = 0. But then P = (1, 0, 0, 0) /2 C.

Therefore we must have A(P ) = 0. Thus SingZ(E) = Z(A)\C. Since degA = d�a�3,

we have | SingZ(E)| = |A \ C| = 2(d� a� 3) = 2d� `� 6.
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Now suppose ` = 2a+ 1. Then by Proposition 5.3.12, IZ = (I2
C
, F1q �G1x, F2q �G2x),

where degFi = a + 2, degGi = a + 3 and {F1, G1}, {F2, G2} is an admissible pair of

sequences on C. Then E = ↵x2 + �xq + �q2 + A(F1q � G1x) + B(F2q � G2x) for some

↵, �, �, A,B 2 S. Hence

JZ(E)|C =

✓
�(AG1 +BG2) (AF1 +BF2)z (AF1 +BF2)y �2(AF1 +BF2)w

◆
.

Let JT

Z(E)|C denote the representation of JZ(E)|C in T and let ✓(A) = a, ✓(B) = b. There-

fore

JT

Z(E)|C =

✓
�(as+ bt)g (as+ bt)ft2 (as+ bt)fs2 (as+ bt)fst

◆
,

where {f, g} is a regular sequence in T induced by the admissible pair of sequences

{F1, G1}, {F2, G2}. Let P 2 SingZ(E) and p = i⇤(P ). Then JT

Z(E)|C(p) = 0. No-

tice if (as + bt)(p) 6= 0 then we must have g(p) = 0, and hence f(p) 6= 0. But then

p = (0, 0) /2 P1. Therefore SingZ(E) is in one-to-one correspondence with the set of

zeros of as + bt. Since k is algebraically closed, we have | SingZ(E)| = deg(as + bt) =

2(d� a� 4) + 1 = 2d� `� 6.

Finally, if char k = 0 and E is very general in the linear system |IZ(d)| then by Proposi-

tion 4.5.4 (c), ClZ(E) is freely generated by OZ(E)(1) and C.
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6 Triple conics in P3

In this final chapter we describe triple conics in P3. In Section 6.1 we prove a theorem

regarding the existence and constructions of triple conics. In Sections 6.2, 6.3 and 6.4 we

give total ideal descriptions of triple conics whose underlying double conics are planar,

complete intersections of two quadrics, and have negative odd genus respectively.

6.1 Classification of triple conics

In this section we prove the classification theorem of triple conics in P3. In particular, we

give the range of (`, c) for which there exists a quasi-primitive triple conic of type (`, c).

Proposition 6.1.1. Let Z be a double conic on C of type `. Then

IZ/ICIZ
⇠= OC [�`� 6]�OC [2`]. (110)

Proof. By Corollaries 5.3.3, 5.3.4 and Propositions 5.3.6, 5.3.15 we have

IZ/ICIZ
⇠=

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

OC(�1)�OC(�4), if ` = �4

O
2
C
(�2), if ` = �2

OC(�a� 3)�OC(2a), if ` = 2a � 0

OC [�2a� 7]�OC(2a+ 1), if ` = 2a+ 1 � �1

(111)

and hence (110).
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Corollary 6.1.2. Let Z be the double conic on C of type �4. Then there exists a

surjection  : IZ/ICIZ ⇣ OC [�8 + c] if and only if c = 0 or c � 6.

Proof. Let  : IZ/ICIZ ⇣ OC [�8 + c] be a surjection, where c � 0. By Proposition

6.1.1, we have IZ/ICIZ
⇠= OC [�2]�OC [�8] and hence the commutative diagram

OC [�2]�OC [�8]
� _

✏✏

 
// // OC [�8 + c]

� _

✏✏

OP1(�2)�OP1(�8) ⌧ // // OP1(�8 + c),

(112)

where ⌧ : OP1(�2) � OP1(�8) ⇣ OP1(�8 + c) is the map corresponding to  as in

Lemma 5.1.10. Then ⌧ = (p, r), where p and r are homogeneous polynomials in T with

deg p = c � 6 and deg r = c. Since ⌧ is a surjection, p and r have no common zeros.

Now deg p < 0 , c < 6. Hence p = 0 , c  5. But if p = 0 then r must be

a constant, otherwise p and r will have some common zeros. Therefore we must have

deg r = c = 0. Thus for 1  c  5 there does not exist any surjection ⌧ and hence  .

Conversely, let c = 0 or c � 6. If c = 0 then ⌧ = (0, 1) defines a surjection. Now suppose

c � 6. Let ⌧ : T (�2) � T (�8) ! T (�8 + c) be the map given by ⌧ = (p, r), where

p = sc�6 and r = tc. Notice deg p � 0, since c � 6. Therefore p and r have no common

zeros by construction. Hence Coker ⌧ has finite length by Lemma 2.1.9. Therefore ⌧

sheafifies to a surjection e⌧ : OP1(�2) � OP1(�8) ⇣ OP1(�8 + c) by Lemma 2.2.4. Let

 : OC [�2]�OC [�8] ⇣ OC [�8+ c] be the map corresponding to e⌧ as in Lemma 5.1.10.

Then  : IZ/ICIZ ⇣ OC [�8 + c] is a surjection.
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Corollary 6.1.3. Let Z be a double conic on C of type ` � �2. Then there exists a

surjection  : IZ/ICIZ ⇣ OC [2`+ c] for all c � 0.

Proof. By Proposition 6.1.1, IZ/ICIZ
⇠= OC [�`�6]�OC [2`]. Let c � 0 be an integer and

let ⌧ : T (�`� 6)� T (2`) ! T (2`+ c) be the map given by ⌧ = (p, r), where p = s3`+c+6

and r = tc. Notice, 3`+ c+6 � c � 0, since ` � �2. Hence deg p � 0. Therefore p and r

have no common zeros by construction. Hence Coker ⌧ has finite length by Lemma 2.1.9.

Therefore ⌧ sheafifies to a surjection e⌧ : OP1(�`� 6)�OP1(2`) ⇣ OP1(2`+ c) by Lemma

2.2.4. Let  : OC [�` � 6] � OC [2`] ⇣ OC [2` + c] be the map corresponding to e⌧ as in

Lemma 5.1.10. Then  : IZ/ICIZ ⇣ OC [2`+ c] is a surjection.

Proposition 6.1.4. Let W be the thick triple conic on C, i.e., IW = I
2
C
. Then IW = I2

C
.

Moreover, W can be obtained from either of the following maps.

(a) IW is the kernel of the map IZ ! IZ/ICIZ ⇠= SC(�1)� SC(�4)
 

�! SC(�1), where

Z is the double conic of type �4 and  = (1, 0).

(b) IW is the kernel of the map IZ ! IZ/ICIZ ⇠= SC(�2)2
⇠

�! SC(�2), where Z is a

double conic of type �2 and ⇠ = (0, 1).

Proof. We have the complex

0 ! S(�4)� S(�5)
'

�! S(�2)� S(�3)� S(�4) ! I2
C
! 0, (113)
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where ' is given by the matrix

' =

0

BBBBBB@

q 0

�x q

0 �x

1

CCCCCCA
.

Notice rank' = 2 and I(') = I2
C
. Since {x, q} is a regular sequence in S, {x2, q2} is also

a regular sequence in S by [26, Theorem 16.1]. Hence depth I(') � 2. Therefore (113) is

exact and hence an S-resolution of I2
C
by the Hilbert-Burch theorem 2.1.22. Sheafifying

(113) we get the exact sequence

0 ! OP3(�4)�OP3(�5)
e'
�! OP3(�2)�OP3(�3)�OP3(�4) ! I

2
C
= IW ! 0. (114)

Applying H0
⇤
to (114) we get the exact sequence

0 ! S(�4)� S(�5)
'

�! S(�2)� S(�3)� S(�4) ! IW ! 0, (115)

since H1
⇤
(P3,OP3(�4) � OP3(�5)) = 0 by [18, III, Theorem 5.1]. Compairing the exact

sequences (113) and (115) we see that IW = I2
C
.

Let Z be the double conic of type �4. Then IZ = (x, q2) and IZ/ICIZ ⇠= SC(�1)�SC(�2)

by Corollary 5.3.3. Let � : IZ ! SC(�1) be the map � =  � ⇡, where ⇡ : IZ ⇣ IZ/ICIZ
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is the canonical surjection. Then we have the commutative diagram

0 // Ker�

✏✏✏✏

// IZ

⇡

✏✏✏✏

�
// SC(�1) // 0

0 // Ker�/ICIZ // IZ/ICIZ ⇠= SC(�1)� SC(�4)
 
// SC(�1) // 0.

Let e1, e2 be the generators of SC(�1) � SC(�4). Since IZ/ICIZ ⇠= SC(�1) � SC(�4),

we can identify x̄ with e1 and q̄2 with e2. Notice, Ker is generated by q̄2. Therefore

Ker� = (ICIZ , q2) = (x2, xq, xq2, q3, q2) = (x2, xq, q2) = IW .

Now suppose Z is a double conic of type �2. Then IZ = (x2, q � gx), where g 2 S is a

linear form, and IZ/ICIZ ⇠= SC(�2)2 by Corollary 5.3.4. Let � : IZ ! SC(�2) be the

map � = ⇠ � ⇡, where ⇡ : IZ ⇣ IZ/ICIZ is the canonical surjection. Then we have the

commutative diagram

0 // Ker�

✏✏✏✏

// IZ

⇡

✏✏✏✏

�
// SC(�2) // 0

0 // Ker�/ICIZ // IZ/ICIZ ⇠= SC(�2)2
⇠
// SC(�2) // 0.

Let e1, e2 be the generators of SC(�2)2. Since IZ/ICIZ ⇠= SC(�2)2, we can identify x̄2

with e1 and q � gx with e2. Notice, Ker is generated by x̄2. Therefore

Ker� = (ICIZ , x
2) = (x3, xq � gx2, x2q, q2 � gxq, x2) = (x2, xq, q2) = IW .
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Theorem 6.1.5. Let Z be a CM double conic on C of type `, where ` � �4 is an

integer such that ` 6= �3. Let  : IZ/ICIZ ! OC [2` + c] be a surjection, where

c � 0 is an integer. Then  defines a CM triple conic W on C with Hilbert polynomial

PW (n) = 6n + 3` + c + 3 by IW = Ker � ⇡, where ⇡ : IZ ⇣ IZ/ICIZ is the canonical

surjection. Conversely, every CM triple conic W on C arises from this construction.

Proof. Let  : IZ/ICIZ ! OC [2` + c] be a surjection, where c � 0 is an integer. Let

' : IZ ! OC [2` + c] be the surjection ' =  � ⇡. Then Ker' has the form IW/ICIZ ,

where W ⇢ P3 is a closed subscheme. We get the exact sequence

0 ! IW ! IZ ! OC [2`+ c] ! 0. (116)

By Lemma 3.3.5, W is a CM multiplicity structure on C. From (116) we get the com-

mutative diagram

0 // IW� _

✏✏

// OP3 // OW

✏✏

// 0

0 // IZ

✏✏✏✏

// OP3 // OZ
// 0.

OC [2`+ c]

(117)

Applying the snake lemma to (117) we get the exact sequence

0 ! OC [2`+ c] ! OW ! OZ ! 0. (118)
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Twisting by n and taking the Euler characteristics of the sheaves in (118) we get

PW (n) = �OW (n) = �OZ(n) + �OC [2`+ c](n)

= �OZ(n) + �OP1(2`+ c+ 2n)

= 6n+ 3`+ c+ 3.

Hence degW = 6 and therefore W is a triple conic on C.

Conversely, letW be a CM triple conic on C. IfW is a thick extension then by Proposition

6.1.4,W arises by this construction. Now supposeW is a quasi-primitive extension. Let Z

be the 2nd CM filtrant ofW . Set L := IC/IZ and L2 := IZ/IW . Notice, L is a line bundle

on C by Proposition 4.3.2. Hence L ⇠= OC [`] for some ` 2 Z. Moreover L2 = L
2(D2) for

some e↵ective divisor D2 on C by Proposition 4.3.5. Therefore L2 = OC [2` + c] where

c = degD2 � 0. Moreover the map IZ ! OC [2` + c] factors through IZ/ICIZ , so W

arises from this construction.

Corollary 6.1.6. Let W be the thick triple conic on C. If W arises from a surjection

 : IZ/ICIZ ⇣ OC [2`+ c] as in Theorem 6.1.5, then (`, c) = (�4, 6) or (�2, 0).

Proof. We have IW = I
2
C
. Since C ⇢ W is the CM filtration of W , we get the exact

sequence

0 ! IC/IW = IC/I
2
C
⇠= OC(�1)�OC(�2) ! OW ! OC ! 0 (119)

by Proposition 4.2.5 (3). Twisting by n and taking the Euler characteristics of the sheaves

in (119) we get PW (n) = �OW (n) = �OC(n) + �OC(n� 1) + �OC(n� 2) = 6n� 3.
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Let  : IZ/ICIZ ⇣ OC [2`+ c] be a surjection that defines W . Then by Theorem 6.1.5,

PW (n) = 6n + 3` + c + 3. Therefore  defines the thick triple conic on C if and only if

6n+3`+c+3 = 6n�3, i.e., 3`+c+6 = 0. Notice, if ` � �1 then 3`+c+6 > 0. Therefore

we must have ` = �4 or �2, since ` � �4 and ` 6= �3. Hence the only solutions to the

equation 3`+ c+ 6 = 0 are (�4, 6) and (�2, 0).

Proposition 6.1.7. Let Z be a double conic on C of type 2a, where a � �2. Then

there exists a canonical inclusion

◆ : IZ ⌦ SC ✓ SC(�a� 3)� SC(2a) (120)

such that Coker ◆ has finite length.

Proof. From Corollaries 5.3.3, 5.3.4 and Proposition 5.3.6 we have

IZ ⌦ SC
⇠=

8
>>>>>>>><

>>>>>>>>:

SC(�1)� SC(�4), if a = �2

SC(�2)2, if a = �1

SC(�a� 3)� (f, g)2(2a), if a � 0.

(121)

Let ◆ be the isomorphisms in (121) if a = �2,�1 and the inclusion SC(�a � 3) �

(f, g)2(2a) ✓ SC(2a) if a � 0. Notice Coker ◆ = 0 if a = �2,�1. Finally, if a � 0 then

Coker ◆ has finite length by Lemma 2.1.9, since the images of f and g form a regular

sequence in SC . Therefore we get (120).
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Let Z be a double conic on C of type 2a, where a � �2. Let ⇡ : IZ ⇣ IZ ⌦ SC be the

canonical surjection and let ◆ : IZ⌦SC ✓ SC(�a�3)�SC(2a) be the canonical inclusion as

in Proposition 6.1.7. Let c � 0 be an integer and let  : SC(�a�3)�SC(2a) ! SC [2`+c]

be a map such that Coker has finite length. Define � =  � ◆ � ⇡. Let ⌧ be the map

corresponding to  as in Lemma 5.1.10. Then we have the commutative diagram

IZ

⇡

✏✏✏✏

�
// SC [4a+ c]

IZ ⌦ SC

� � ◆ // SC(�a� 3)� SC(2a)� _

j

✏✏

 
// SC [4a+ c]

� _

✏✏

T (�2a� 6)� T (4a) ⌧ // T (4a+ c)

(122)

where j is the inclusion as in (5.1.7).

Theorem 6.1.8. In the setting of diagram (122), Ker� is the total ideal of a CM triple

conic W on C. Moreover, IW = ICIZ + (j � ◆ � ⇡)�1 Ker(⌧).

Proof. By construction, Coker� has finite length. Hence by Lemma 2.2.4, � sheafifies to

the surjection ' : IZ ⇣ OC [4a+ c], where ' = e�. Therefore by Theorem 6.1.5, Ker' is

the ideal sheaf of a CM triple conic W on C. We have the exact sequence

0 ! IW ! IZ ! OC [4a+ c] ! 0. (123)

Applying H0
⇤
to (123) we get the exact sequence

0 ! IW ! IZ
H

0
⇤'

��! SC [4a+ c] ! H1
⇤
W ! H1

⇤
Z.
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Since H0
⇤
' = �, we have IW = Ker�. Therefore Ker� is saturated. Finally let ⌧ = (p, r),

where p and r are homogeneous polynomials in T having no common zeros such that

deg p = 6a + c + 6 and deg r = c. Then Ker ⌧ is generated by the Koszul relation

⌘ = pe2 � re1, where e1 and e2 are the generators of T (�2a � 6) � T (4a). Therefore

Ker� = ICIZ + ((j � ◆ � ⇡)�1(⌘)) = ICIZ + (j � ◆ � ⇡)�1 Ker(⌧).

Remark 6.1.9. Let W be a triple conic as in Theorem 6.1.8. If W is a quasi-primitive

extension of C then it is of type (`, c) and has Z as its 2nd CM filtrant.

6.2 Triple conics arising from planar double conics

In this section we describe triple conics that arise from planar double conics. Let Z be

a planar double conic on C. Then Z is of type �4. Also IZ = (x, q2) and IZ/ICIZ ⇠=

SC(�1)� SC(�4) by Corollary 5.3.3.

Proposition 6.2.1. Let Z be the planar double conic on C. Let W be a triple conic on

C defined by a surjection IZ/ICIZ ⇣ OC(b� 4), where b � 0.

(a) If b = 0 then IW = (x, q3), i.e., W is a complete intersection.

(b) If b � 3 then IW = (ICIZ , P q2�Rx), where P and R are homogeneous polynomials

in S of degrees b� 3 and b respectively, having no common zeros along C.

Moreover, W is a thick triple conic , b = 3 and R 2 IC .

Proof. We have IZ = (x, q2) and IZ/ICIZ ⇠= SC(�1) � SC(�4) by Corollary 5.3.3. By

Corollary 6.1.2, there does not exist any triple conic if b = 1, 2. Let b = 0 or b � 3

and let  : IZ/ICIZ ! SC(b � 4) be a map such that Coker has finite length. Then
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 = (P̄ , R̄), where P̄ , R̄ are the images of homogeneous polynomials P,R 2 S in SC with

degP = b� 3 and degR = b, having no common zeros along C. Let � : IZ ! SC(b� 4)

be the map defined as follows

IZ

⇡

✏✏✏✏

�
// SC(b� 4)

IZ/ICIZ ⇠= SC(�1)� SC(�4)
 
// SC(b� 4)

where ⇡ is the canonical surjection. Then by Theorem 6.1.8, � sheafifies to the surjection

e� : IZ ⇣ OC(b � 4) and defines a CM triple conic W on C with IW = Ker� = ICIZ +

⇡�1 Ker . Since P and R have no common zeros along C, Ker is generated by the

Koszul relation Pe2�Re1, where e1 and e2 are the generators of SC(�1)�SC(�4). Since

IZ/ICIZ ⇠= SC(�1) � SC(�4), we can identify e1 with x̄ and and e2 with q̄2, where x̄, q̄

are the images of x, q in SC respectively. Therefore Ker is generated by P q̄2 �Rx̄ and

hence by Theorem 6.1.8, IW = (ICIZ , P q2�Rx). This proves part (b) of the proposition.

Now suppose b = 0. Then degP = �3 and degR = 0. Hence P = 0 and R is a unit.

Hence IW = (ICIZ ,�Rx) = (x2, xq, xq2, q3,�Rx) = (x, q3), since R is a unit. Hence W

is a complete intersection. This proves part (a) of the proposition.

Finally, let W be a thick triple conic. Then b 6= 0 by part (a) above. Hence b � 3.

By Proposition 6.1.4, IW = I2
C
. Hence q2 2 IW = (ICIZ , P q2 � Rx) and therefore

Rx 2 IW = I2
C
. Let Rx = ↵x2 + �xq + �q2, where ↵, �, � 2 S. Then x | �. Let � = �0x.

Thus R = ↵x+�q+�0q2 2 (x, q) = IC , i.e., R̄ = 0. Since P and R have no common zeros

along C, P must be a constant. Therefore degP = b � 3 = 0, i.e., b = 3. Conversely,

let b = 3 and R 2 IC . Then degP = 0 and hence P is a unit. Replacing the map
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 by P�1 we get the same triple conic. Therefore we can assume that P = 1. Thus

IW = (ICIZ , q2�Rx) = (x2, xq, q3, q2�Rx). Since R 2 IC there exist ↵, � 2 S such that

R = ↵x + �q. Hence Rx = ↵x2 + �xq and therefore IW = (x2, xq, q2) = I2
C
, i.e., W is a

thick triple conic on C.

Let Z be the double conic on C of type �4. By Corollary 5.3.3, we have IZ = (x, q2)

and IZ/ICIZ ⇠= SC(�1)�SC(�4). Let b � 3 be an integer and let ⌧ : T (�2)� T (�8) !

T (2b � 7) be the map given by ⌧ = (p, r), where {p, r} is a regular sequence in T with

deg p = 2b � 5 and deg r = 2b + 1. Let  : SC(�1) � SC(�4) ! SC [2b � 7] be the map

corresponding to ⌧ as in Lemma 5.1.10. Define � =  �⇡, where ⇡ : IZ ⇣ IZ/ICIZ is the

canonical surjection. Then we have the commutative diagram

IZ

⇡

✏✏✏✏

�
// SC [2b� 7]

IZ/ICIZ ⇠= SC(�1)� SC(�4)
� _

j

✏✏

 
// SC [2b� 7]

� _

✏✏

T (�2)� T (�8) ⌧ // T (2b� 7)

(124)

where j is the inclusion as in (5.1.7). Notice, Coker ⌧ has finite length by Lemma 2.1.9.

Therefore Coker and hence Coker� have finite lengths. Also notice, since deg p and

deg r are odd, {p, r} does not lift to a regular sequence in SC , rather it lifts to an

admissible pair of sequences on C.
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Proposition 6.2.2. In the setting of diagram (124), ⌧ defines a triple conic W on C of

type (�4, 2b+ 1), having Z as the 2nd CM filtrant. Moreover,

IW = (ICIZ , P1q
2
�R1x, P2q

2
�R2x),

where {P1, R1}, {P2, R2} is an admissible pair of sequences on C corresponding to {p, r}.

Proof. By Theorem 6.1.8, � sheafifies to the surjection e� : IZ ⇣ OC [2b� 7] and defines

a CM triple conic W on C with IW = ICIZ + (j � ⇡)�1 Ker ⌧ . Since {p, r} is a regular

sequence in T , Ker ⌧ is generated by the Koszul relation ⌘ = pê2 � rê1, where ê1 and

ê2 are the generators of T (�2) � T (�8). Notice j�1(⌘) /2 SC(�1) � SC(�4), since

deg ⌘ = 2b + 3, i.e., deg ⌘ is odd. Hence j�1 Ker ⌧ is generated by j�1(s⌘) and j�1(t⌘).

Now s⌘ = spê2 � srê1 and t⌘ = tpê2 � trê1. Therefore j�1(s⌘) = P̄1e2 � R̄1e1 and

j�1(t⌘) = P̄2e2 � R̄2e1, where e1 and e2 are the generators of SC(�1) � SC(�4). Since

IZ/ICIZ ⇠= SC(�1) � SC(�4), we can identify e1 and e2 with x̄ and q̄2 respectively,

where x̄ and q̄ are the images of x and q in SC respectively. Therefore (j � ⇡)�1 Ker ⌧ =

(P1q2 � R1x, P2q2 � R2x) and hence IW = (ICIZ , P1q2 � R1x, P2q2 � R2x). Since 2b + 1

is odd, W is not a thick extension by Corollary 6.1.6. Hence W is a triple conic on C of

type (�4, 2b+ 1), having Z as the 2nd CM filtrant.
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6.3 Triple conics arising from a complete intersection of quadrics

In this section we describe triple conics that arise from double conics which are complete

intersections of two quadrics.

Proposition 6.3.1. Let Z be a double conic on C of type �2 with IZ = (x2, q � gx),

where g 2 S is a linear form. If W is a triple conic on C defined by a map  : IZ/ICIZ !

SC(�2), then  = (�, �) for some �, � 2 k such that (�, �) 6= (0, 0). Moreover,

(a) If � 6= 0 then IW = (x3, q � gx� �x2), i.e., W is a complete intersection.

(b) If � = 0 then W is the thick triple conic.

Proof. We have IZ/ICIZ ⇠= SC(�2)2 by Corollary 5.3.4. Hence IZ/ICIZ ⇠= SC(�2)2.

Therefore  = (�, �), where �, � 2 k. Notice (�, �) 6= (0, 0), for otherwise  is the zero

map and hence does not define any triple conic on C. Let � : IZ ! SC(�2) be the map

defined as follows

� : IZ
⇡
�! IZ/ICIZ ⇠= SC(�2)2

 

�! SC(�2),

where ⇡ is the canonical surjection. Then � sheafifies to the surjection ' : IZ ⇣ OC(�2),

where ' = e�, and Ker' = IW . By Theorem 6.1.8, IW = ICIZ + ⇡�1 Ker . Since � and

� have no common zeros along C, Ker is generated by the Koszul relation �e2 � �e1,

where e1 and e2 are the generators of SC(�2)2. Since IZ/ICIZ ⇠= SC(�2)2, we can

identify e1 and e2 with x̄2 and q � gx respectively; where x̄, q � gx are the images of

x, q � gx in SC respectively. Therefore Ker is generated by �(q � gx)� �x̄2 and hence

IW = (ICIZ ,�(q � gx)� �x2).

Now if � 6= 0 then replacing  by ��1 we get the same triple conic. Hence we can assume

124



that � = 1. Therefore IW = (ICIZ , q� gx� �x2) = (x3, x(q� gx), x2q, q(q� gx), q� gx�

�x2). Notice �x3 + x(q � gx� �x2) = x(q � gx) and �x2q + q(q � gx� �x2) = q(q � gx).

Hence IW = (x3, x2q, q�gx��x2). Finally, (g+�x)x3+x2(q�gx��x2) = x2q. Therefore

IW = (x3, q � gx� �x2) and hence W is a complete intersection.

Now suppose � = 0. Then � 6= 0. Replacing  by ��1 we get the same triple conic.

Hence we can assume that � = 1. Therefore

IW = (ICIZ , x
2) = (x3, x(q � gx), x2q, q(q � gx), x2) = (x2, xq, x2) = I2

C

and hence W is the thick triple conic.

Corollary 6.3.2. Let W be the thick triple conic on C. Then W arises from a surjection

 : IZ/ICIZ ⇣ OC [2`+c] as in Theorem 6.1.5 if and only if (`, c) = (�4, 6) and  = (1, 0)

or (`, c) = (�2, 0) and  = (0, 1).

Proof. By Corollary 6.1.6, we have (`, c) = (�4, 6) or (�2, 0). Now if (`, c) = (�4, 6) then

 is the surjection IZ/ICIZ ⇣ OC(�1), where Z is the double conic on C of type �4.

Therefore by Proposition 6.2.1,  defines a thick triple conic if and only if  = (1, 0). On

the other hand, if (`, c) = (�2, 0) then  is the surjection IZ/ICIZ ⇣ OC(�2), where

Z is a double conic on C of type �2. Therefore by Proposition 6.3.1,  defines a thick

triple conic if and only if  = (0, 1).

Corollary 6.3.3. Let S = {(�4, 0)} [ {(�4, c)|c � 6} [ {(`, c)|` � �2 and c � 0} ✓

Z⇥Z. Then there exists a quasi-primitive triple conic W on C of type (`, c) , (`, c) 2 S.

Proof. This follows from Corollaries 6.1.2, 6.1.3, 6.3.2 and Propositions 6.2.1, 6.3.1.
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Proposition 6.3.4. Let Z be a double conic on C of type �2. Let b � 1 be an integer

and let P,R be homogeneous polynomials in S of degree b, having no common zeros

along C. Let  = (P̄ , R̄), where P̄ , R̄ are the images of P,R in SC respectively. Then

 defines a CM triple conic W on C of type (�2, 2b), having Z as the 2nd CM filtrant.

Moreover, IW = (ICIZ , P (q � gx)�Rx2).

Proof. We have IZ = (x2, q � gx) and IZ/ICIZ ⇠= SC(�2)2 by Corollary 5.3.4. Since P

and R have no common zeros along C, Coker has finite length by Lemma 2.1.9. Let

� : IZ ! SC(b� 2) be the map defined as follows

� : IZ
⇡
�! IZ/ICIZ ⇠= SC(�2)2

 

�! SC(b� 2),

where ⇡ is the canonical surjection. By Theorem 6.1.8, � sheafifies to the surjection

' : IZ ⇣ OC(b � 2), where ' = e�. Moreover, Ker' is the ideal sheaf of a CM triple

conic W on C with IW = ICIZ + ⇡�1 Ker . Notice, {P̄ , R̄} is a regular sequence in

SC . Hence Ker is generated by the Koszul relation Pe2 �Re1, where e1 and e2 are the

generators of SC(�2)2. Since IZ/ICIZ ⇠= SC(�2)2, we can identify e1 and e2 with x̄2 and

q � gx respectively, where x̄ and q � gx are the images of x and q�gx in SC respectively.

Therefore Ker is generated by P (q � gx)�Rx̄2 and hence IW = (ICIZ , P (q�gx)�Rx2).

By Corollary 6.3.2, W is not a thick extension, since b � 1. Therefore W is of type

(�2, 2b) and Z is the 2nd CM filtrant of W .

Let Z be a double conic on C of type �2. Then IZ/ICIZ ⇠= SC(�2)2 by Corollary 5.3.4.

Let b 2 Z�0 and let ⌧ : T (�4)2 ! T (2b�3) be the map given by ⌧ = (p, r), where {p, r} is
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a regular sequence in T with deg p = deg r = 2b+1. Let  : SC(�2)2 ! SC [2b�3] be the

map corresponding to ⌧ as in Lemma 5.1.10. Define � =  � ⇡, where ⇡ : IZ ⇣ IZ/ICIZ

is the canonical surjection. Then we have the commutative diagram

IZ

⇡

✏✏✏✏

�
// SC [2b� 3]

IZ/ICIZ ⇠= SC(�2)2
� _

j

✏✏

 
// SC [2b� 3]

� _

✏✏

T (�4)2 ⌧ // T (2b� 3)

(125)

where j is the inclusion as in (5.1.7). Notice, Coker ⌧ has finite length by Lemma 2.1.9.

Therefore Coker and hence Coker� have finite lengths. Also notice, since deg p and

deg r are odd, {p, r} does not lift to a regular sequence in SC , rather it lifts to an

admissible pair of sequences on C.

Proposition 6.3.5. In the setting of diagram (125), ⌧ defines a triple conic W on C of

type (�2, 2b+ 1), having Z as the 2nd CM filtrant. Moreover,

IW = (ICIZ , P1(q � gx)�R1x
2, P2(q � gx)�R2x

2),

where {P1, R1}, {P2, R2} is an admissible pair of sequences on C corresponding to {p, r}.

Proof. By Theorem 6.1.8, � sheafifies to the surjection e� : IZ ⇣ OC [2b�3] and defines a

CM triple conicW on C with IW = Ker� = ICIZ+(j�⇡)�1 Ker ⌧ . Since {p, r} is a regular

sequence in T , Ker ⌧ is generated by the Koszul relation ⌘ = pê2�rê1, where ê1 and ê2 are

the generators of T (�4)2. Then Ker ⌧ is generated by ⌘. Notice j�1(⌘) /2 SC(�2)2, since
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deg ⌘ = 2b + 5, i.e., deg ⌘ is odd. Hence j�1 Ker ⌧ is generated by j�1(s⌘) and j�1(t⌘).

Now s⌘ = spê2 � srê1 and t⌘ = tpê2 � trê1. Therefore j�1(s⌘) = P̄1e2 � R̄1e1 and

j�1(t⌘) = P̄2e2 � R̄2e1, where e1 and e2 are the generators of SC(�2)2. Since IZ/ICIZ ⇠=

SC(�2)2, we can identify e1 and e2 with x̄2 and q � gx respectively, where x̄ and q � gx

are the images of x and q�gx in SC respectively. Therefore (j�⇡)�1 Ker ⌧ = (P1(q�gx)�

R1x2, P2(q � gx)�R2x2) and hence IW = (ICIZ , P1(q � gx)�R1x2, P2(q � gx)�R2x2).

Since 2b + 1 is odd, W is not a thick extension by Corollary 6.3.2. Hence W is a triple

conic on C of type (�2, 2b+ 1), having Z as the 2nd CM filtrant.

6.4 Triple conics arising from double conics of negative odd

genus

Let Z be a double conic on C of type 2a, where a � 0. Then IZ = (I2
C
, fq � gx)

by Proposition 5.3.2, and IZ/ICIZ ⇠= SC(�a � 3) � (f, g)2(2a) by Proposition 5.3.6.

Let b � 0 be an integer. Let P and R be homogeneous polynomials in S of degrees

3a + b + 3 and b respectively, having no common zeros along C. Let  : SC(�a � 3) �

SC(2a) ! SC(2a + b) be the map given by  = (P̄ , R̄), where P̄ and R̄ are the images

of P and R in SC respectively. Then Coker has finite length by Lemma 2.1.9. Let

◆ : SC(�a � 3) � (f, g)2(2a) ! SC(�a � 3) � SC(2a) be the canonical inclusion as in

Proposition 6.1.7. Define � =  �◆�⇡, where ⇡ : IZ ⇣ IZ/ICIZ is the canonical surjection.
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Then we have the commutative diagram

IZ

⇡

✏✏✏✏

�
// SC(2a+ b)

IZ/ICIZ
� � ◆ // SC(�a� 3)� SC(2a)

 
// SC(2a+ b).

(126)

Proposition 6.4.1. In the setting of diagram (126), � defines a triple conic W on C of

type (2a, 2b) with IW = Ker� = ICIZ + (◆ � ⇡)�1 Ker , having Z as the 2nd CM filtrant.

Moreover, IW/ICIZ is cyclic , P 2 (f, g)2 mod IC . In particular, if P 2 (f, g)2 mod IC

then there exist ↵, �, � 2 S such that IW = (ICIZ ,↵x2 + �xq + �q2 �R(fq � gx)).

Proof. By Theorem 6.1.8, � sheafifies to the surjection e� : IZ ⇣ OC(2a+ b) and defines

a CM triple conic W on C with IW = Ker� = ICIZ +(◆�⇡)�1 Ker . Since a � 0, W is a

quasi-primitive triple conic on C of type (2a, 2b) by Corollary 6.3.2. Hence Z as the 2nd

CM filtrant ofW . Since P̄ and R̄ have not common zeros in SC , Ker is generated by the

Koszul relation ⌘ = P̄ e2�R̄e1, where e1 and e2 are the generators of SC(�a�3)�SC(2a).

Since IZ/ICIZ ⇠= SC(�a � 3) � (f, g)2(2a), we can identify x̄2, x̄q̄, q̄2 and fq � gx with

f 2, fg, g2 and e1 respectively. Then e2f 2 = x̄2, e2fg = x̄q̄ and e2g2 = q̄2. Since fq� gx 2

IZ , ◆�1(⌘) 2 IZ/ICIZ if and only if P 2 (f, g)2 mod IC . Hence IW/ICIZ ⇠= (◆�⇡)�1 Ker is

cyclic , P 2 (f, g)2 mod IC . Finally, let P 2 (f, g)2 mod IC . Then there exist ↵, �, � 2 S

such that P = ↵̄f 2 + �̄fg + �̄g2, where ↵̄, �̄, �̄ are the images of ↵, �, � in SC . Thus

⌘ = (↵̄f 2 + �̄fg + �̄g2)e2 � R̄e1 and hence ◆�1(⌘) = ↵x2 + �xq + �q2 �R(fq � gx).

Therefore IW = (ICIZ ,↵x2 + �xq + �q2 �R(fq � gx)).
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Proposition 6.4.2. If C ⇢ P3 is a conic then dimSC(l)n =

8
>>><

>>>:

2(n+ l) + 1, if n � �l

0, otherwise

where l, n 2 Z.

Proof. Since SC(l)n = SC(n+ l) = H0(P3,OC(n+ l)) ⇠= H0(P1,OP1(2n+ 2l)), we have

dimSC(l)n = h0(P1,OP1(2n+ 2l)) =

8
>>><

>>>:

2(n+ l) + 1, if n � �l

0, otherwise.

Proposition 6.4.3. Let C ⇢ P3 be a conic and let f, g 2 S be homogeneous polynomials

with deg f = d, deg g = e. If the images of f and g in SC form a regular sequence, then

dim(SC/(f, g))n = 0, whenever n � d+ e.

Proof. The sequence

0 ! SC(�d� e)

0

BBBBBB@

�g

f

1

CCCCCCA

����! SC(�d)� SC(�e)

0

@f g

1

A

�����! SC ! SC/(f, g) ! 0

is exact, since the images of f and g in SC form a regular sequence. Hence by Proposition

6.4.2 and some dimension counting, we have dim(SC/(f, g))n = 0, whenever n � d+e.

Proposition 6.4.4. Let C ⇢ P3 be a conic and let f, g 2 S be homogeneous polynomials

with deg f = d  deg g = e. If {f, g} is a regular sequence in SC , then the sequence

SC(�2d� e)� SC(�2e� d) �
� '2

// SC(�2d)� SC(�d� e)� SC(�2e)
'1
// SC (127)
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with '1 = (f, g)2 and '2 =

0

BBBBBB@

g 0

�f g

0 �f

1

CCCCCCA
is exact, hence right exact in degrees � 2e+ d.

Proof. Notice '1 is generated by the 2 ⇥ 2 minors of '2. Since {f, g} is a regular se-

quence in SC , {f 2, g2} is also a regular sequence in SC by [26, Theorem 16.1]. Thus

depth I2('2) � 2. Therefore by the Hilbert-Burch theorem 2.1.22 the sequence

SC(�2d� e)� SC(�2e� d) �
� '2

// SC(�2d)� SC(�d� e)� SC(�2e)
'1
// // (f, g)2

(128)

is exact. Thus (127) is exact. Now from (128) we have dim(f, g)2
n
= dimSC(n � 2d) +

dimSC(n� d� e) + dimSC(n� 2e)� dimSC(n� 2d� e)� dimSC(n� 2e� d). Notice

if n � 2e + d then n � 2d, d + e, 2e, 2d + e, since by hypothesis d  e. After a brief

calculation using Proposition 6.4.2 we see that dim(f, g)2
n
= 2n+1 = dim(SC)n, whenever

n � 2e+ d. Hence (127) is right exact in degrees � 2e+ d.

Corollary 6.4.5. Let C ⇢ P3 be a conic and let f, g 2 S be homogeneous polynomials

with deg f = a + 1, deg g = a + 2; where a � 0. Let M = SC/(f, g)2. If the images of f

and g in SC form a regular sequence then

dimMn =

8
>>>>>>>>>><

>>>>>>>>>>:

0, if n � 3a+ 5

1, if n = 3a+ 4

3, if n = 3a+ 3 and a = 0

4, if n = 3a+ 3 and a � 1.

131



Proof. Noitce M is the cokernel of the map

SC(�2a� 2)� SC(�2a� 3)� SC(�2a� 4)
(f,g)2
���! SC .

Hence if the images of f and g in SC form a regular sequence then by Proposition 6.4.4,

the map (f, g)2 is surjective in degrees � 2 deg g+deg f = 3a+ 5. Hence dimMn = 0, if

n � 3a+5. Using (128) and Proposition 6.4.2 we have dim(f, g)23a+4 = 6a+8 and hence

dimM3a+4 = 1. Similarly we have

dimM3a+3 = dim(SC)3a+3�dim(f, g)23a+3 = 6a+7�

8
>>><

>>>:

4, if a = 0,

6a+ 3, if a � 1

=

8
>>><

>>>:

3, if a = 0,

4, if a � 1.

Corollary 6.4.6. Let W be a triple conic on C of type (2a, 2b), where a � 0 and b � 2,

given by the map  = (P̄ , R̄) as in Proposition 6.4.1. Then there exist ↵, �, � 2 SC such

that IW = (ICIZ ,↵x2 + �xq + �q2 �R(fq � gx)).

Proof. Notice in these cases degP = 3a + b + 3 � 3a + 5. Hence by Corollary 6.4.5,

P 2 (f, g)2. Therefore by Proposition 6.4.1 IW takes the form above.

Therefore for triple conics of type (2a, 2b) it remains to consider the cases a � 0 and

0  b  1, but P /2 (f, g)2 mod IC . To deal with these cases we introduce two invariants

of homogeneous polynomials P 2 SC/(f, g)2.
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Definition 6.4.7. Let M be the module SC/(f, g)2 as defined in Corollary 6.4.5 and

let P 2 S be a homogeneous polynomial. Set NP := Ker(M
·P
�! M). Notice (NP )1 is

a vector subspace of (SC)1. We define ⌫P to be the dimension of (NP )1 as a k-vector

space, i.e., ⌫P = dimKer(M1
·P
�! M1+degP ). We define �P to be the length of a maximal

SC-sequence contained in (NP )1.

Remark 6.4.8. Notice ⌫P  3 and �P  2 by construction.

Lemma 6.4.9. Let P 2 S be a homogeneous polynomial of degree d.

1. If d � 3a+ 4 then ⌫P = 3.

2. If d = 3a+ 3 then ⌫P � 2.

Proof. Notice dimM1 = 3. By Corollary 6.4.5, we have dimMn =

8
>>><

>>>:

0, if n � 3a+ 5

1, if n = 3a+ 4.

Hence d � 3a+ 4 ) ⌫P = 3 and d = 3a+ 3 ) ⌫P � 2.

Remark 6.4.10. Notice P 2 (f, g)2 mod IC ) ⌫P = 3. But the converse is not true in

general. For example, if f = y, g = z2 and P = yzw then lP 2 (f, g)2 mod IC for all

linear forms l 2 S, hence ⌫P = 3 and yet P /2 (f, g)2 mod IC .

Proposition 6.4.11. Let W be a triple conic on C of type (2a, 2b), where a � 0 and

0  b  1. If W is given by a map  = (P̄ , R̄) such that P /2 (f, g)2 mod IC but ⌫P = 3,

then there exist H1, H2, H3 2 I2
C
such that

IW = (ICIZ , H1 � yR(fq � gx), H2 � zR(fq � gx), H3 � wR(fq � gx)).
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Proof. Since P /2 (f, g)2, by Proposition 6.4.1 we have IW/ICIZ is not cyclic, and hence

◆�1(⌘) /2 IZ/ICIZ , where ⌘ is the Koszul relation P̄ e2�R̄e1. But since ⌫P = 3, lP 2 (f, g)2

for all linear forms l 2 S. Therefore IW/ICIZ is generated by ◆�1(ȳ⌘), ◆�1(z̄⌘) and

◆�1(z̄⌘). Now since yP 2 (f, g)2 mod IC , there exist ↵1, �1, �1 2 S such that yP =

↵1f 2 + �1fg + �1g2 mod IC . Hence ◆�1(ȳ⌘) = ↵̄1x̄2 + �̄1x̄q̄ + �̄1q̄2 � ȳR̄(fq � gx). Let

H1 = ↵1x2 + �1xq + �1q2. Then H1 2 I2
C
and ◆�1(ȳ⌘) = H̄1 � ȳR̄(fq � gx). Similarly

◆�1(z̄⌘) = H̄2 � z̄R̄(fq � gx) and ◆�1(w̄⌘) = H̄3 � w̄R̄(fq � gx) for some H2, H3 2 I2
C
.

Hence IW takes the form above.

Corollary 6.4.12. If W is a triple conic on C of type (2a, 2), where a � 0, given by a

map  = (P̄ , R̄) such that P /2 (f, g)2 mod IC , then there exist H1, H2, H3 2 I2
C
such that

IW = (ICIZ , H1 � yR(fq � gx), H2 � zR(fq � gx), H3 � wR(fq � gx)).

Proof. In this case degP = 3a + 4 and hence by Lemma 6.4.9, ⌫P = 3. Therefore by

Proposition 6.4.11 IW takes the form above.

Therefore for triple conics of type (2a, 2b) it remains to consider the cases (2a, 0), where

a � 0 and ⌫P = 2.

Proposition 6.4.13. Let W be a triple conic on C of type (2a, 0), where a � 0, given

by a map  = (P̄ , 1) such that ⌫P = 2.

1. If �P = 2 then there exist H1, H2 2 I2
C
such that

IW = (ICIZ , H1 � l1R(fq � gx), H2 � l2R(fq � gx)),
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where {l1, l2} ✓ (NP )1 is a regular sequence in SC .

2. If �P = 1 then there exist H1, H2, H3 2 I2
C
such that

IW = (ICIZ , H1 � l1R(fq � gx), H2 � l2R(fq � gx), H3 � l23R(fq � gx)),

where {l1, l2} is a basis of (NP )1 and l3 spans (M/(l1, l2))1.

Proof. First suppose �P = 2. Then there exist linear forms l1, l2 2 (NP )1 such that

{l1, l2} is a regular sequence in SC . Hence l1 and l2 are linearly independent. Since

⌫P = 2, {l1, l2} is a basis of (NP )1. On the other hand, dim(SC/(l1, l2))n = 0, 8n � 2 by

Proposition 6.4.3. Therefore {l1, l2} generates NP and hence IW/ICIZ is generated by

◆�1(l1⌘) and ◆�1(l2⌘). Thus IW takes the form (1) above.

Now suppose �P = 1. Let {l1, l2} be a basis of (NP )1. Since dim(SC)1 = 3, we can

extend {l1, l2} to a basis {l1, l2, l3} of (SC)1. Notice if n � 2 and h 2 (SC)n then

we have deg(hP ) = 3a + n + 3 � 3a + 5 and hence hP 2 (f, g)2 by Corollary 6.4.5.

Therefore h 2 (NP )n for all h 2 (SC)n, whenever n � 2. Thus (NP )2 is spanned

by {l21, l
2
2, l

2
3, l1l2, l1l3, l2l3}. Notice l23 is not in the span of {l1, l2}, hence l23⌘ cannot

be generated by l1⌘ and l2⌘. Therefore IW/ICIZ is generated by ◆�1(l1⌘), ◆�1(l2⌘) and

◆�1(l23⌘). Thus IW takes the form (2) above.

Example 6.4.14. Let Z be the double conic on C with total ideal IZ = (I2
C
, fq � gx),

where f = y and g = z2. Let W be a triple conic on C of type (0, 0), having Z as

the 2nd CM filtrant. Then W is given by a map  = (P̄ , 1), where P is a homogeneous

polynomial in S of degree 3a+ 3 and P̄ is the image of P in SC .
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1. If P = y3 then P 2 (f, g)2. Since P = y3 = y · y2 = y · f 2, we can identify P̄ with

ȳx̄2. Therefore IW = (ICIZ , yx2
� (yq � z2x)) by Proposition 6.4.1.

2. If P = yzw then P /2 (f, g)2. Since yP, zP, wP 2 (f, g)2, we have ⌫P = 3. Notice

yP = zw · y2 = zw · f 2. Hence we can identify ȳP̄ with zwx̄2. Similarly, we can

identify z̄P̄ with w̄xq and w̄P̄ with z̄2x̄2. Therefore by Proposition 6.4.11 we have

IW = (ICIZ , zwx
2
� y(yq � z2x), wxq � z(yq � z2x), z2x2

� w(yq � z2x)).

3. If P = z3 then P /2 (f, g)2. Notice ⌫P = 2 since yP, zP 2 (f, g)2 but wP /2 (f, g)2.

Since yP = yz3 = z · yz2 = z · fg, we can identify ȳP̄ with z̄xq. Similarly, we can

identify z̄P̄ with q̄2. Notice �P = 2, since {y, z} is a regular sequence in SC . Hence

IW = (ICIZ , zxq � y(yq � z2x), q2 � z(yq � z2x)) by Proposition 6.4.13 (1).

4. If P = z2w then P /2 (f, g)2. Also ⌫P = 2 since yP, wP 2 (f, g)2 but zP /2 (f, g)2.

Notice �P = 1, since {y, w} is not a regular sequence in SC . Since yP = yz2w =

w · yz2 = w · fg, we can identify ȳP̄ with wxq. Similarly, we can identify w̄P̄ with

zxq and z̄2P̄ with wq. Therefore by Proposition 6.4.13 (2) we have

IW = (ICIZ , wxq � y(yq � z2x), zxq � w(yq � z2x), wq � z2(yq � z2x)).
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Let Z be a double conic on C of type 2a, where a � 0. Then IZ = (I2
C
, fq � gx) by

Proposition 5.3.2, and IZ/ICIZ ⇠= SC(�a�3)�(f, g)2(2a) by Proposition 5.3.6. Let b � 0

be an integer. Let ⌧ : T (�a�6)�T (4a) ! T (4a+2b+1) be the map given by ⌧ = (p, r),

where {p, r} is a regular sequence in T with deg p = 6a+ 2b+ 7 and deg r = 2b+ 1. Let

 : SC(�a� 3)� SC(2a) ! SC [4a+2b+1] be the map corresponding to ⌧ as in Lemma

5.1.10. Let ◆ : SC(�a�3)�(f, g)2(2a) ! SC(�a�3)�SC(2a) be the canonical inclusion

as in Proposition 6.1.7. Define � =  � ◆ � ⇡, where ⇡ : IZ ⇣ IZ/ICIZ is the canonical

surjection and ◆ : IZ/ICIZ ⇠= SC(�a � 3) � (f, g)2(2a) ! SC(�a � 3) � SC(2a) is the

canonical inclusion as in Proposition 6.1.7. Then we have the commutative diagram

IZ

⇡

✏✏✏✏

�
// SC [4a+ 2b+ 1]

IZ/ICIZ
� � ◆ // SC(�a� 3)� SC(2a)� _

j

✏✏

 
// SC [4a+ 2b+ 1]

� _

✏✏

T (�2a� 6)� T (4a) ⌧ // T (4a+ 2b+ 1)

(129)

Since {p, r} is a regular sequence in T , Coker ⌧ has finite length by Lemma 2.1.9. There-

fore Coker and hence Coker� have finite lengths.

Proposition 6.4.15. In the setting of diagram (129), � defines a triple conic W on

C of type (2a, 2b + 1) with IW = Ker� = ICIZ + (j � ◆ � ⇡)�1 Ker ⌧ , having Z as the

2nd CM filtrant. Moreover, if {P1, R1}, {P2, R2} is an admissible pair of sequences on

C corresponding to the regular sequence {p, r}, then there exist H1, H2 2 I2
C
such that

IW = (ICIZ , H1 �R1(fq � gx), H2 �R2(fq � gx)) if and only if P1, P2 2 (f, g)2.
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Proof. By Theorem 6.1.8, � sheafifies to the surjection e� : IZ ⇣ OC [4a+2b+1] and hence

defines a CM triple conicW on C with IW = Ker� = ICIZ+(j�◆�⇡)�1 Ker ⌧ . Since a � 0,

W is a quasi-primitive triple conic on C of type (2a, 2b+1) by Corollary 6.3.2. Hence Z is

the 2nd CM filtrant ofW . Since {p, r} is a regular sequence in T , Ker ⌧ is generated by the

Koszul relation ⌘ = pê2� rê1, where ê1 and ê2 are the generators of T (�2a� 6)�T (4a).

Notice j�1(⌘) /2 SC(�a� 3)�SC(2a), since deg ⌘ = 2a+2b+7, i.e., deg ⌘ is odd. Hence

j�1 Ker ⌧ is generated by j�1(s⌘) and j�1(t⌘). Now s⌘ = spê2�srê1 and t⌘ = tpê2�trê1.

Therefore j�1(s⌘) = P̄1e2 � R̄1e1 and j�1(t⌘) = P̄2e2 � R̄2e1, where e1 and e2 are the

generators of SC(�a � 3) � SC(2a). Since IZ/ICIZ ⇠= SC(�a � 3) � (f, g)2(2a), we can

identify x̄2, x̄q̄, q̄2 and fq � gx with f 2, fg, g2 and e1 respectively. Then e2f 2 = x̄2, e2fg =

x̄q̄ and e2g2 = q̄2. Since fq � gx 2 IZ/ICIZ , (j � ◆)�1(s⌘) = ◆�1(j�1(s⌘)) 2 IZ/ICIZ if

and only if P1 2 (f, g)2. Similarly, (j � ◆)�1(t⌘)) 2 IZ/ICIZ if and only if P2 2 (f, g)2.

Now if P1 2 (f, g)2 then there exist ↵, �, � 2 S such that P̄1 = ↵̄f 2 + �̄fg + �̄g2, where

↵̄, �̄, �̄ are the images of ↵, �, � in SC . Thus j�1(s⌘) = (↵̄f 2 + �̄fg + �̄g2)e2 � R̄e1,

hence (j � ◆)�1(s⌘) = ↵x2 + �xq + �q2 �R1(fq � gx). Let H1 = ↵1x2 + �1xq + �1q2.

Then H1 2 I2
C

and (j � ◆)�1(s⌘) = H1 �R1(fq � gx). Similarly, if P2 2 (f, g)2 then

there exists H2 2 I2
C

such that (j � ◆)�1(t⌘) = H2 �R2(fq � gx). Therefore we have

IW = (ICIZ , H1 �R1(fq � gx), H2 �R2(fq � gx)) if and only if P1, P2 2 (f, g)2.

Corollary 6.4.16. Let W be a triple conic on C of type (2a, 2b + 1) as in Proposition

6.4.15. If b � 1 then there exist H1, H2 2 I2
C
such that

IW = (ICIZ , H1 �R1(fq � gx), H2 �R2(fq � gx)).
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Proof. Notice degPi = 3a + b + 4 � 3a + 5, since b � 1. Hence by Corollary 6.4.5,

Pi 2 (f, g)2 for i = 1, 2. Therefore by Proposition 6.4.15, IW takes the form above.

Therefore for triple conics of type (2a, 2b + 1) it remains to consider the cases (2a, 1),

where a � 0 and Pi /2 (f, g)2 for at least one i.

Proposition 6.4.17. Let W be a triple conic on C of type (2a, 1) as in Proposition

6.4.15. If Pi /2 (f, g)2 mod IC for some i, then up to a choice of admissible pair of

sequences corresponding to {p, r}, IW has a unique form. More precisely,

IW = (ICIZ , H1 �R1(fq � gx), H2 � zR2(fq � gx))

for some H1, H2 2 I2
C
.

Proof. First suppose P1 2 (f, g)2 mod IC but P2 /2 (f, g)2 mod IC . Then according to the

proof of Proposition 6.4.15 (j � ◆)�1(s⌘) 2 IZ/ICIZ but (j � ◆)�1(t⌘) /2 IZ/ICIZ . Notice

j�1 Ker ⌧ consists of all j�1(l⌘), where l 2 T has odd degree. Hence (j � ◆)�1 Ker ⌧ is

generated by j�1(s⌘) and j�1(td⌘), where d � 3 is some odd integer. Notice t3⌘ = t3pê2�

t3rê1, hence j�1(t3⌘) = z̄P̄2e2 � z̄R̄2e1. Since deg(zP2) = 3a+ 5, zP2 2 (f, g)2 mod IC by

Corollary 6.4.5. Therefore (j � ◆)�1 Ker ⌧ is generated by (j � ◆)�1(s⌘) and (j � ◆)�1(t3⌘).

Hence there exists H2 2 I2
C

such that (j � ◆)�1(t3⌘) = H2 � zR2(fq � gx). Hence IW

takes the form above. Now suppose P2 2 (f, g)2 mod IC but P1 /2 (f, g)2 mod IC . Then

(j � ◆)�1(t⌘) 2 IZ/ICIZ but (j � ◆)�1(s⌘) /2 IZ/ICIZ . Interchanging the roles of s and t we

can get back to the previous case. Finally suppose P1, P2 /2 (f, g)2 mod IC . Then P1, P2

are nonzero elements of M3a+4, where M = SC/(f, g)2. But then P1 = �P2 mod(f, g)2
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for some � 2 k⇤, since dimM3a+4 = 1 by Corollary 6.4.5. Therefore P1 � �P2 2 (f, g)2.

Thus (j � ◆)�1((s� �t)⌘) 2 IZ/ICIZ but (j � ◆)�1(t⌘) /2 IZ/ICIZ . Let {P 0

1, R
0

1}, {P
0

2, R
0

2}

be an admissible pair of sequences corresponding to {p, r} such that ✓(P 0

1) = (s � �t)p.

Then P 0

1 = P1 � �P2 2 (f, g)2 and we get back to the original case.

This completes the total ideal description of triple conics whose 2nd CM filtrant is a

double conic of odd genus.
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ABSTRACT

MULTIPLICITY STRUCTURES ON CONICS

by Fazle Rabby, Ph.D., 2019
Department of Mathematics
Texas Christian University

Research Advisor: Scott Nollet, Professor of Mathematics

Let C ⇢ P3 be a conic. A multiplicity structure on C is a closed subscheme Z ⇢ P3 such

that SuppZ = SuppC. The multiplicity of Z is defined by the ratio degZ/ degC, which

we prove to be an integer. In this dissertation we give complete classification of double

conics on C. This classification includes descriptions of their of total ideals, minimal

free resolutions of their total ideals, their Rao modules, descriptions of general surfaces

containing such structures and the criterion for two double conics on C to be linked by a

complete intersection, which extends a well-known theorem of Migliore on self-linkage of

double lines to double conics. We also give a partial classification of triple conics on C,

which is complicated by new behaviors such as the jumping of cohomology groups and

the non-splitting nature of the restriction of total ideals of the second Cohen-Macaulay

filtrant of odd genera.
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