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ABSTRACT
As individuals make belief decisions on truths and falsehoods, a 
systematic organization of (mis)information emerges. In this 
study, we employ a network approach to illustrate how a sample 
of Americans share a cognitive network of false and true 
statements related to COVID-19. Moreover, we examine what 
factors are associated with the formation of misbeliefs. Findings 
from our US-based rolling cross-sectional survey data indicate 
that conservative groups exhibit a greater tendency to mix up 
false and true information than liberal groups. This tendency is 
preserved across different time points, revealing more 
homogenously structured information networks of conservative 
groups compared to liberal groups. The benefits of a cognitive 
network framework that integrates structural perspectives into 
theories are discussed.
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In the digital age, characterized by an overwhelming flood of information, the ability to 
distinguish truth from falsehood has become a daily challenge for individuals (Scheufele 
& Krause, 2019). The act of believing one piece of information over another is not an 
isolated endeavor. Rather, people’s decisions to believe certain information are intricately 
connected to one another, forming a complex network that reveals the interconnected 
relationships between different pieces of information.

Studying the cognitive and social elements of misinformation has recently garnered 
considerable attention as the public is more frequently exposed to and likely to believe 
misinformation (Carnahan et al., 2022; Garrett & Bond, 2021; van der Linden et al., 
2023; Walter & Murphy, 2018). This rising trend underscores the urgent need to com
prehend how the public processes and organizes information and recognize their 
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vulnerability to misinformation. The conjunction error is one of the cognitive processes 
that make individuals vulnerable to misinformation (van der Linden et al., 2023). This 
error arises when people erroneously connect unrelated pieces of information, like 
associating vaccines with autism. While psychological training can help mitigate con
junction errors (Stall & Petrocelli, 2023), there is still much to uncover about how 
these erroneous connections arise when individuals are confronted with a mixture of 
truths and falsehoods, as well as which social groups are more susceptible to such 
errors. Answering these questions requires a comprehensive examination of how individ
uals organize and structure information.

The adoption of a network analysis approach has proven to be a valuable tool for 
studying the structure and organization of complex systems. In recent years, scholars 
from various fields have embraced network analysis to examine psychological 
systems, including political belief systems (Boutyline & Vaisey, 2017; Brandt et al., 
2019) and epistemic networks (Shaffer et al., 2016). Network analysis, with its focus 
on relational patterns, enables the examination of how different elements of (mis)infor
mation are interconnected and which local and global structures1 emerge from these 
interconnections. For example, by analyzing local structures through cluster analysis, 
we can identify the types of (mis)information that are commonly grouped together, 
revealing specific pieces of (mis)information that individuals are more likely to 
believe concurrently. Furthermore, by comparing the global structures of these net
works, we can understand the variations in (mis)information networks across 
different social groups.

This study uses network analysis with two goals. First, this study investigates the struc
ture of truth and falsehood in (mis)information networks, which are constructed based 
on the extent of shared beliefs in information of varying veracity. Given the highly poli
ticized nature of COVID-19 in the United States (US), we conducted a comparative 
analysis of the aggregate-level (mis)information networks between individuals identify
ing as liberals and conservatives. Second, the study assesses the impact of external factors 
such as information veracity and individual characteristics (i.e., political orientation, 
information avoidance, and information seeking on social media) on misbeliefs. In 
this study, we define misbeliefs as erroneous beliefs that contradict the best available 
scientific knowledge (Nyhan & Reifler, 2010). We used datasets from a US-based 
17-wave rolling cross-sectional survey conducted during the early stages of the 
COVID-19 pandemic, spanning from June to October 2020, a period characterized by 
significant information uncertainty.

This study contributes to the theoretical understanding of (mis)information by using a 
network perspective. Traditional approaches often treat belief decisions about infor
mation as isolated events, neglecting the interconnected nature of these decisions. By 
conceptualizing belief in (mis)information as a network, our study captures the relational 
patterns and structures that emerge from the interactions among multiple pieces of infor
mation. This network approach allows us to examine how people systematically organize 
and structure information, offering a more comprehensive understanding of the belief 
formation process. Furthermore, our study investigates the role of political orientation 
in shaping (mis)information networks, contributing to the ideological asymmetry 
hypothesis by demonstrating how cognitive tendencies associated with political orien
tation manifest in the structure and evolution of these networks.
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Network approach to unravel organization of (mis)information at aggregate level

A cognitive system is formed through intricate and ever-changing interactions among its 
various cognitive elements. Utilizing a network approach to studying such systems is 
useful, as it enables us to tap into information concerning the relationships among cog
nitive elements. This approach entails scrutinizing the pattern of interconnections 
among cognitive elements, acknowledging that these interrelations constitute the funda
mental framework of the system. Through adopting this structural perspective, the 
network approach facilitates exploration into the organization and interactions of 
these elements within systems.

The network approach has advanced our understanding of cognitive systems, includ
ing political belief systems (Boutyline & Vaisey, 2017; Brandt et al., 2019) and epistemic 
networks (Shaffer et al., 2009). Evidence from these studies strongly supports the value of 
the network approach in revealing emergent structural patterns such as centrality and 
density. For instance, using the network approach, previous studies identified that ideo
logical identity (i.e., conservatism-liberalism) is positioned at the center of a political 
belief system, whereas beliefs in political issues (e.g., beliefs in abortion, gay rights, or 
buying guns) are at the periphery (Boutyline & Vaisey, 2017; Brandt et al., 2019). More
over, a study found the interconnections of knowledge elements in an epistemic network 
become more densely connected as individuals become more knowledgeable through 
learning (Shaffer et al., 2009).

Within cognitive networks, nodes symbolize ideas, while edges represent the inter
actions or interconnections between these ideas. For example, in a political belief 
system, nodes represent beliefs related to political issues or identity and connections are 
drawn based on correlations of these beliefs (e.g., Boutyline & Vaisey, 2017; Brandt 
et al., 2019; Fishman & Davis, 2022). In our study, we define nodes as statements, each con
taining either true or false information related to the COVID-19 pandemic. The degree of 
interaction between nodes, also known as edge strength, is expressed as the fraction of indi
viduals who concurrently believe a pair of statements to be true. That is, the stronger the 
connection is, the more people believe both connected statements are true.

Estimating cognitive systems at the individual level would be ideal for investigating 
how individuals structure cognitive systems. However, individual-level approaches 
have not yet been established in the field and present several methodological challenges, 
such as the requirement for intensive resources (e.g., intensive longitudinal panel 
surveys;Brandt, 2022). Instead, the aggregated-level approach, which represents relation
ships of cognitive elements based on aggregated individual data (e.g., correlations, the 
number of co-occurrences), has been more widely adopted in cognitive network research 
(e.g., Boutyline & Vaisey, 2017; Brandt et al., 2019; Fishman & Davis, 2022). Drawing on 
the practices of these earlier studies, this research constructs (mis)information networks 
at the collective level. This approach although not representing the (mis)information 
network at the individual level, potentially portrays shared cognition within a social 
group by demonstrating which statements are more commonly co-believed among its 
members. The key concepts as well as their conceptualizations and operationalizations 
in the study are summarized in Table 1.

Although individuals generally aim for accuracy in their beliefs (Kunda, 1990), discern
ing truth from falsehood is complex, influenced by several factors such as cognitive biases, 
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existing beliefs, and the information environment (Kruglanski & Ajzen, 1983; Lewan
dowsky et al., 2012). Our study examines the (mis)information network, focusing on con
nection strength and information veracity. We define connection strength as the degree to 
which two statements are co-believed in a society or group, offering insights into prevalent 
belief patterns. Information veracity refers to a statement’s truthfulness, which is different 
from perceived truthfulness in that information veracity is relatively an objective measure 
of the accuracy and correctness of the information, while perceived truthfulness is a sub
jective assessment of how believable or credible the information appears to an individual. It 
is crucial to acknowledge that belief in a statement’s truth is not solely based on its actual 
truthfulness (Ecker et al., 2022). Factors like source credibility, alignment with pre-existing 

Table 1. Conceptualizations and operationalizations of core concepts.
Concepts Conceptualizations Operationalizations

Belief Accepting a statement as true regardless of the 
veracity of statement

If a person perceives a statement, whether true 
or false, to be true, it is assigned a value of 1, 
indicating belief; otherwise, it is assigned a 0, 
indicating non-belief

Misbelief Misbelief occurred when accepting a false 
statement or rejecting a true statement

If a person incorrectly perceives a false 
statement as true or a true statement as false, 
it is assigned a value of 1, indicating 
misbelief; conversely, if the belief aligns with 
the statement’s veracity, it is assigned a 0, 
indicating accurate belief

(Mis)information 
network

A network consists of statement nodes and 
edges that connect statement nodes

The (mis)information network in this study is 
operationalized through a co-occurrence 
belief network. We employed two-mode 
belief networks as a basis for deriving this co- 
occurrence network. The co-occurrence belief 
network is composed of statements (nodes) 
and the edges that connect them. The 
weight between two nodes indicates the 
percentage of individuals who concurrently 
believe both statements to be true. For the 
purposes of this study, we derived the 
(mis)information network by transforming 
the initial two-mode belief network into a 
one-mode network

Two-mode Belief 
Network

Two-mode belief network consists of two types 
of nodes (respondents and statements in the 
study) and edges that connect the two 
different types of nodes based on 
participants’ beliefs in statements

The two-mode belief network is characterized 
using a two-mode network. Within this 
network, one set of nodes represents 
respondents, while the other embodies the 
statements. The edges in this network 
denote the respondents’ beliefs in these 
statements. For instance, an edge exists 
between a participant and a statement if the 
respondent believes the statement to be 
true, irrespective of whether the statement is 
factually accurate or not

Two-mode Misbelief 
Network

Two-mode misbelief network consists of two 
types of nodes (respondents and statements 
in the study) and edges that connect the two 
different types of nodes based on 
participants’ misbeliefs in statements

The two-mode misbelief network is measured 
using a two-mode network. Within this 
network, one set of nodes corresponds to 
respondents, while the other signifies the 
statements. The edges within this network 
embody the participants’ misbeliefs in these 
statements. For example, if a respondent 
either subscribes to a false statement or 
rejects a true one, an edge is subsequently 
established between the respondent and the 
corresponding statement
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beliefs (Nan et al., 2022, 2023), and dominant social ideologies can significantly impact 
belief formation. This complexity may result in varied connection strengths within the 
network. Hence, our study sets out to descriptively explore the (mis)information 
network through research ruestion 1 (RQ1). 

RQ1: How are connection strengths and patterns of veracity characterized within the 
COVID-19 misinformation network, particularly in terms of the interconnectivity among 
true and false statements?

Role of political orientation in organizing (mis)information

The impact of individual traits, such as subjective knowledge, cognitive styles, and pol
itical orientations, on peoples’ responses to misinformation has been well-established 
(Nan et al., 2022, 2023). Amongst these factors, political orientation is increasingly recog
nized as a significant factor that influences misbeliefs and disengagement from preven
tive behaviors during the COVID-19 pandemic (Lee et al., 2021; Miller, 2020). 
Numerous studies have revealed that conservatives are more susceptible to misinforma
tion compared to liberals (Calvillo et al., 2020; Garrett & Bond, 2021; Miller, 2020; Nan 
et al., 2022, 2023).

Why are conservatives more susceptible to misinformation than liberals? Recent systema
tic reviews by Nan et al. (2022, 2023) highlight that identity-motivated and directionally- 
motivated reasoning play significant roles in this context. In other words, individual’s suscep
tibility to misinformation is heavily influenced by the salient characteristics of one’s personal 
or social identity, and the desire to align information with pre-existing beliefs and values. 
This understanding aligns with the ideological asymmetry hypothesis, which posits that con
servatives tend to exhibit cognitive rigidity, closure, and dogmatism to a greater extent than 
liberals (Jost, 2017). Such cognitive styles, characterized by a preference for simplicity and a 
strong need for closure, might lead conservatives to rely more on their intuition in assessing 
information’s veracity, rather than rigorously scrutinizing the evidence (Garrett & Weeks, 
2017). Consequently, these cognitive tendencies, coupled with identity-motivated reasoning, 
could contribute to lower sensitivity among conservatives in distinguishing truth from false
hood (Garrett & Bond, 2021).

The susceptibility of conservative individuals to misinformation can also be explained 
by their information environment. Notably, misinformation tends to circulate more pro
lifically in information environments of conservatives compared to those of liberals 
(Garrett & Bond, 2021). Empirical evidence suggests that online misinformation was 
found to disproportionately promote conservative issues and candidates during the 
2016 presidential election (Allcott & Gentzkow, 2017). Similarly, the spread of misinfor
mation was facilitated by some prominent conservatives on social media such as Twitter 
during the COVID-19 pandemic (Gruzd & Mai, 2020). Extensive exposure to such an 
environment, combined with the tendency for confirmation bias – selective interpret
ation of facts that align with one’s pre-existing beliefs and group identity (Nan et al., 
2022, 2023) – may make conservatives more vulnerable to misinformation.

Given the significant impact of political orientation on the inclination to endorse or 
reject information, whether true or false, it is plausible that distinct (mis)information net
works may emerge between liberal and conservative groups (Maglić et al., 2021). We 
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propose that the disassortative mixing pattern (Newman, 2003) may be more common in 
conservative information networks compared to liberal ones. In this context, disassorta
tive mixing refers to a situation where information of dissimilar veracity (i.e., true and 
false information) is more likely to be linked together. Stronger connections between 
true and false information can be observed within conservative information networks, 
as conservatives tend to more frequently believe a mix of both truths and falsehoods. 
Additionally, we aim to investigate if clustering patterns of (mis)information differ 
between political groups, considering political leanings’ impact on information categor
ization (Bronstein et al., 2019). This clustering approach may provide additional evidence 
of conservatives’ susceptibility to misinformation, showing divergent patterns of cluster
ing truths and falsehoods between conservative and liberal groups. 

H1a-b: A conservative group is more likely to (a) form clusters mixing true and false state
ments and (b) display disassortative mixing patterns than a liberal group.

Considering that individuals are immersed in a multifaceted social, cultural, and infor
mational environment, the structure of (mis)information networks may dynamically 
transform in response to changes in their surrounding social contexts (Brandt & Sleegers, 
2021). Recognizing the inherent fluidity of cognitive networks, studies have investigated 
their dynamic transformation. For instance, Dalege and van der Does (2022) found that 
people with higher levels of dissonance in their belief systems experienced more signifi
cant changes in their beliefs than those with lower levels of dissonance, after being 
exposed to educational interventions. Additionally, Fishman and Davis (2022) found 
that, as a political campaign progresses, people with higher levels of knowledge exhibit 
a greater increase in belief network density compared to those with less information. 
These findings demonstrate the possibility of structural changes in cognitive networks 
in response to external stimuli or surroundings.

The COVID-19 pandemic has posed dramatic circumstances which have potentially 
affected the structure of (mis)information networks. In the early phases of the pandemic, 
COVID-19 was veiled in profound uncertainty, primarily due to the scarcity of scientific 
evidence, obstructing the formulation of evidence-based guidelines. This escalated uncer
tainty precipitated the spread of disinformation and erroneous information (Salvi et al., 
2021). Additionally, as the pandemic turned into a matter of political contention in the 
US, public perceptions and behaviors concerning COVID-19 became notably polarized 
(Bruine de Bruin et al., 2020; Lee et al., 2021). It is likely that (mis)information networks 
were affected not only by these detrimental circumstances but also by constructive factors 
such as the proactive communication efforts led by public health authorities and the 
availability of reliable information from trustworthy sources.

The dynamic nature of the COVID-19 pandemic offers a unique opportunity to inves
tigate how (mis)information networks transform and adapt in response to dynamic situ
ations. Existing research suggests that liberals and conservatives might differ in their 
cognitive network structuring, influenced by a phenomenon known as “elective 
affinity” (Jost et al., 2003, 2009). Specifically, conservatives might develop rigid cognitive 
networks, driven by their preference for certainty, simplicity, and security, potentially 
resulting in more homogenous cognitive networks among its members (Jost, 2017). 
On the other hand, liberals might form flexible cognitive networks, accommodating a 
higher degree of uncertainty, complexity, and diversity, possibly resulting in more 
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diverse cognitive networks among the members (Jost, 2017). This individual-level cogni
tive tendency could manifest in group-level (mis)information networks, potentially 
leading to a more homogeneous structure of (mis)information networks within a conser
vative group compared to their liberal counterparts. Given the lack of empirical evidence 
to substantiate our speculation regarding the uniformity of (mis)information network 
structures within a conservative group, we formulate our speculation into a research 
question rather than a hypothesis. 

RQ2: Do the structures of COVID-19 (mis)information networks exhibit greater similarity 
across time within a conservative group compared to a liberal group?

Influences of exogenous factors on misbelief formation at individual level

(Mis)information networks at the aggregate level necessitate a basis of understanding at 
the individual level. Considering that each person’s belief decisions serve as foundational 
components of a collective-level (mis)information network, a deeper comprehension of 
this network can be attained by scrutinizing the processes behind an individual’s belief 
decisions. By utilizing individual-level networks, which detail a series of personal 
belief decisions toward a set of statements, we can examine the relationship between 
external influences and belief formation.

This study focuses on misbeliefs, which arise when individuals believe in misinformation 
or reject the truth. Recognizing the significant societal risks posed by misbeliefs, such as 
exacerbating disease spread (Bridgman et al., 2020; Vitriol & Marsh, 2021), there is a 
growing emphasis on thorough research in this area (Vitriol & Marsh, 2021). Previous 
studies have explored factors leading to misbeliefs using regression analysis (e.g., Bridgman 
et al., 2020). However, this approach fails to acknowledge the interrelated nature of misbelief 
formation, which implies that one misbelief could lead to another. In contrast to regression 
analysis, which relies on the independence assumption, our network approach appreciates 
the interconnectedness of (mis)beliefs in an individual’s cognitive landscape. We use this 
network perspective to examine how factors, including information veracity, individual pol
itical orientation, and individual information behaviors, contribute to misbelief formation.

In highly uncertain situations like the early pandemic, people are more prone to believe 
misinformation, especially if it offers hope or definitive answers (Stone & Marsh, 2023). 
The human need for cognitive closure in such times may drive individuals toward false, 
yet seemingly conclusive, explanations (Kruglanski, 1989). Under such circumstances, 
seeking information becomes a way to reduce anxiety and uncertainty (Huang & Yang, 
2020), leading to a heightened risk of accepting false information which provides comfort
ing, though inaccurate, explanations. Additionally, uncertain conditions favor the rapid 
and wide spread of false information over truth (Vosoughi et al., 2018), making such mis
information seem more legitimate due to its prevalence (Dechêne et al., 2010). Given the 
intense uncertainty of the pandemic’s initial phase, people were more likely to adopt mis
beliefs from false information, as it falsely presented a sense of certainty in an otherwise 
complex and rapidly changing scenario (van Prooijen & Douglas, 2017). 

H2: People are more likely to form COVID-19 misbeliefs when exposed to false information 
(i.e., believing in false information) compared to true information (i.e., disbelieving in true 
information).

COMMUNICATION MONOGRAPHS 7



As discussed earlier, existing research suggests that political orientation significantly cor
relates with the tendency to form misbeliefs. Conservatives exhibit a higher susceptibility 
to misinformation than liberals, potentially due to their cognitive preference and a biased 
information environment (Calvillo et al., 2020; Garrett & Bond, 2021; Miller, 2020). 
Therefore, it can be predicted that individuals with a conservative orientation are 
more prone to forming misbeliefs about the pandemic. 

H3: People with a more conservative orientation are more likely to form COVID-19 misbe
liefs relative to more people with a more liberal orientation.

This study further examines the impact of information avoidance and social media infor
mation seeking (on platforms like Twitter and Meta) on the formation of misbeliefs. 
Information avoidance might lead to misbeliefs, as individuals miss out on vital infor
mation needed for evidence-based decisions. This effect can be more significant in uncer
tain or controversial contexts. For example, a study found a link between information 
avoidance and misbeliefs, particularly in contentious topics (Damstra et al., 2023), 
likely due to the challenges in making informed judgments without comprehensive infor
mation. In the context of the pandemic’s uncertainty, information avoidance could be a 
key factor in developing misbeliefs.

Seeking information on social media also plays a role in misbelief development. While 
social media platforms are public spaces for information-sharing, they are also potential 
breeding grounds for false and misleading content. Past research has shown that misinfor
mation spreads faster and wider on social media than factual information (Vosoughi et al., 
2018). Therefore, people who rely heavily on social media for information may be more vul
nerable to misinformation compared to those using a variety of sources. In the COVID-19 
context, social media exposure has been linked to pandemic misconceptions, whereas tra
ditional media exposure has been associated with an accurate understanding of the issue 
(Bridgman et al., 2020). From these observations, we propose the following hypotheses. 

H4a-b: People who (a) practice information avoidance and (b) rely on social media for 
information seeking are more likely to form COVID-19 misbeliefs than those who do not.

Method

Sampling strategy and sample description

This study utilized data from a National Science Foundation (NSF) funded project on the 
social dynamic of COVID-19. All procedures were approved by the Institutional Review 
Board of Michigan State University (Study ID: 00004287). The project adopted a rolling 
cross-sectional survey design to probe the dynamic social phenomena during the pan
demic’s early stages.2 This study accounted for state-level variation (e.g., COVID-19 pol
icies) across waves by selecting participants from 20 predetermined states, based on the 
prevalence of confirmed COVID-19 cases as of 5 May 2020. Ten states with the highest 
confirmed cases were classified as the first tier, while the remaining 40 states were evenly 
split into the second and third tiers. From these latter tiers, five states were randomly 
selected from each.3

Using the rolling cross-survey method, 17 independent datasets were collected on a 
weekly basis from 22 June to 18 October 2020. Participants were drawn from the national 
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Qualtrics panel, employing quota sampling techniques based on age, sex, race, and edu
cation level, as informed by US Census data. In each wave, approximately 25 individuals 
aged 18 years or older were recruited from each state. Oversampling was employed to 
ensure all quotas were met, yielding a total response from 8778 individuals. After exclud
ing cases with missing values for the study variables, a valid sample of 8288 respondents 
was obtained. The sample slightly favored female participants (51%) over males (49%), 
with the majority identifying as White (70%). The participants’ mean age was around 
46 years (SD = 17.7), and less than half had attended college for a bachelor’s degree or 
higher (40%). Supplemental Table 1 in the supplemental document presents a compari
son between the original sample (N = 8778) and the census data, suggesting a sample 
reflective of the US population.

Survey measurement

Information veracity
Information veracity refers to whether a statement is true or false at the time of the 
survey. For the purpose of this study, 15 statements concerning COVID-19, comprising 
five true and ten false statements, were sourced from the official website of Johns Hopkins 
Medicine (Johns Hopkins Medicine, n.d.). The 15 statements about COVID-19 were 
carefully chosen to encompass a wide array of topics, ranging from the virus’s origin 
and prevention methods to prevailing myths and potential cures. Additionally, these par
ticular statements were selected because of their widespread circulation among the public 
at the time of the survey, which underscores the significant impact they can have on 
society. Table 2 presents each statement along with its respective veracity. For a detailed 
rationale behind the veracity assessment for certain less obvious statements (i.e., VAC
CINEAVAIL and DELIBCREATED), see the supplementary document.

Beliefs and misbeliefs
In the survey, participants were instructed to indicate whether they believed each of 
the 15 statements related to COVID-19 to be true or false. Belief was measured by 
assigning 1 if a participant believed a statement to be true, regardless of the veracity 
of the statement itself, and otherwise 0. The measurement of belief was used to con
struct a (mis)information network. Misbelief was measured by assigning a value of 1 
if a participant held an incorrect belief about a statement, either by believing true 
information to be false or false information to be true, and 0 otherwise. The 
measurement of misbelief was used to construct a misbelief network. On average, 
participants held misbeliefs about approximately two out of 15 statements (M =  
2.23, SD = 1.91). Table 2 presents a summary of the percentage of participants 
who held misbeliefs for each statement.

Political orientation and political group
Political orientation was measured with an item asking to what extent a respondent is 
liberal or conservative on an 8-point Likert scale (from 1 = extremely liberal to 8 = extre
mely conservative, M = 4.73, SD = 1.96). Participants whose political orientation scores 
between 1 and 4 were assigned to the liberal group, while those with scores between 5 
and 8 were assigned to the conservative group. There are more participants in the 
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conservative group (58%, n = 4826) than participants in the liberal group (42%, n = 3462) 
in the sample.

Information avoidance
Information avoidance was measured with an item asking to what extent a respondent 
ignored information about COVID-19 on a 0–100 scale with higher scores indicating 
greater avoidance (M = 18.02, SD = 25.46).

Information seeking on social media
Information seeking on social media was measured with an item asking how often, if 
ever, a respondent seeks information about COVID-19 on social media on a 5-point 
Likert scale (from 1 = never to 5 = almost all the time, M = 2.90, SD = 1.42).

Controls
The study also took into account control variables including demographic attributes such 
as age, sex, race, and education, along with objective COVID-19 risk indicators. 

Table 2. Percentage of misbelief by statement.

Acronym of statement Statement Veracity
Overall 

misbelief

Misbelief 
among 
liberals

Misbelief among 
conservatives

FACEMASK A face mask will protect you from 
COVID-19

True 46% 18% 28%

DELIBCREATED COVID-19 was deliberately 
created or released by people

False 37% 12% 25%

GARLIC Eating garlic does not help 
prevent COVID-19

True 22% 9% 13%

SALINE There is no evidence that rinsing 
your nose with saline protects 
against COVID-19

True 19% 7% 12%

KNOWNCURE There is a known cure for COVID- 
19

False 16% 6% 10%

SUN Exposure to the sun prevents 
COVID-19

False 13% 4% 9%

HAVELIFE Getting COVID-19 doesn’t mean 
that you will have it for life

True 13% 5% 8%

MOSQUITOSPREAD Mosquitos help spread COVID-19 False 12% 5% 7%
ORDERINGFROMCHINA Ordering or buying products 

shipped from China will make a 
person sick

False 10% 3% 8%

ONLYELDERS Only older adults can die from 
COVID-19

False 10% 3% 6%

VACCINEAVAIL A vaccine to prevent COVID-19 is 
available

False 10% 3% 7%

GARGLBLEACH You can protect yourself from 
COVID-19 by swallowing or 
gargling with bleach, taking 
acetic acid or steroids, or using 
essential oils, salt water, ethanol 
or other substances

False 4% 1% 3%

PEPPERS Adding peppers to your food will 
prevent COVID-19

False 3% 1% 2%

DRINKINGALCOHOL Drinking alcohol helps prevent 
COVID-19

False 3% 1% 2%

RECOVER You can recover from COVID-19 True 3% 1% 2%

Note: Statements are ordered based on the percentage of overall misbelief, from the highest at the top to the lowest at 
the bottom. Percentages are rounded at the first decimal.
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Respondents reported their birth year to determine their age. Sex was categorized as 
either male (0) or female (1), and race was recoded into a dichotomous variable, white 
(0) and non-white (1), for simplicity. Education was measured on an ordinal scale 
ranging from 1 (less than high school degree/high school graduate) to 4 (graduate 
degree). Objective risk indicators were also employed, representing the percentage 
change in cumulative confirmed COVID-19 cases and COVID-19 deaths per week com
pared to the previous week on a state-by-state basis. These indicators were calculated 
using data sourced from the Centers for Disease Control and Prevention (Centers for 
Disease Control and Prevention, 2020).

Construction and measurement of (mis)information network at aggregate level

The process of constructing a (mis)information network involved two steps. First, we 
built a two-mode belief network consisting of two types of nodes, namely respondents 
and statements. Edges in this network represented the respondents’ beliefs in the state
ments (refer to Supplemental Table 2 in the supplemental document for the topology of 
the two-mode belief network). Subsequently, we derived the (mis)information network 
by multiplying the transposed matrix of the two-mode network by the two-mode 
network matrix itself. Figure 1 conceptually illustrates the transformation from a two- 
mode network to a (mis)information network.

A (mis)information network consists of nodes and ties. In this study, there are 15 
nodes, each corresponding to one of the 15 COVID-19 statements. The strength of the 
tie between a pair of nodes is operationalized as the proportion of participants who 
co-believe those statements. For example, let us consider two statements A and B. If 
50% of participants concurrently believe both A and B to be true, then the strength of 
the tie between nodes A and B is 0.5. However, if no one believes both statements to 
be true, there will be no tie between A and B.

Figure 1. Conversion of two-mode belief network to (mis)information network.
Note: S = Statement. Edges in the two-mode belief network occur when respondents believe statements regardless of 
their veracity to be true. The two-mode belief network is transformed into (mis)information network through a 
process known as projection. The strength of the edges in the (mis)information network is assigned based on the pro
portion of respondents who simultaneously believe in two distinct statements.
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To address RQ1, we constructed a (mis)information network by aggregating all data
sets. For H1a, we constructed separate (mis)information networks for the liberal and 
conservative groups. Lastly, to address H1b and RQ2, we further segmented these (mis)
information networks by waves, yielding a total of 34 networks (2 political groups * 17 
waves = 34 networks).

Construction and measurement of two-mode misbelief network at individual 
level

The construction of a two-mode misbelief network at the individual level for each of the 
17 waves was achieved as follows: each edge within the network represents a participant’s 
misbelief concerning a given statement. If a participant holds a misbelief, an edge exists 
between that participant and the respective statement.4 If, on the other hand, a partici
pant holds an accurate belief about a statement – namely, they correctly identify true 
information as true, or false information as false – no edge exists between the participant 
and that statement.

Analytic plans

Analytic plans for RQ1, H1, and RQ2
To address RQ1, the strength of connections among statements is descriptively 
reported. The connection strength between two statements is calculated by measuring 
the proportion of respondents who hold concurrent beliefs in both. The metric ranges 
from 0 (no respondents co-believe a pair of statements) to 1 (all respondents co- 
believe them).

To address H1, the (mis)information networks of the liberal and conservative groups 
are compared in several dimensions. First, the strength of connections, represented by 
the proportion of individuals who co-believe statements, is compared between liberals 
and conservatives through descriptive analysis. Second, the fast greedy modularity 
optimization algorithm (Clauset et al., 2004), which identifies clusters based on the 
strength of connections, is utilized to extract clusters from the (mis)information net
works of both groups, and the derived clusters between liberals and conservatives are 
compared. Third, a negative binomial regression is conducted to investigate whether 
the connection strength between true and false statements for conservative groups is 
higher than for liberal groups. For this analysis, we grouped the statement pairs into 
three conditions based on veracity: true-true, false-true, and false-false conditions. The 
regression model takes the veracity type pair condition as the independent variable, pol
itical group (liberal or conservative) as the moderator, and connection strength as the 
dependent variable. The negative binomial regression is chosen because the strength 
of connectivity is heavily skewed to the right, violating the assumptions of linear 
regression (Gardner et al., 1995). To increase the statistical power, we obtain the strength 
of connectivity from networks segmented by political group and wave (i.e., 34 networks), 
resulting in 3570 data points (2 political groups × 17 waves × 105 statement pairs).

To address RQ2, the graph diffusion distance score is utilized, which quantifies the 
degree of structural heterogeneity between two weighted networks with the same number 
of nodes (Hammond et al., 2013). The graph diffusion distance is based on the premise 
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that two networks with the same set of nodes may have different structures if diffusion pat
terns of something that flows thorough these networks vary. This method involves simulat
ing and examining the variation in these flow patterns to measure the degree of difference 
between the networks. For instance, this algorithm performs diffusion simulations by initi
ating heat from node A and observing how heat is diffused throughout the entire network. 
By repeating heat diffusion simulation across multiple nodes and doing the same simulation 
using the comparing network, this algorithm allows us to compare the structure of two net
works (Hammond et al., 2013). The graph diffusion distance values can extend from 0, indi
cating completely identical networks, to an indefinite maximum, representing extreme 
dissimilarity. The NetworkDistance R package is used to compute the graph diffusion dis
tance score (v0.3.4; You, 2021). These scores are calculated for all pairs of (mis)information 
networks across the 17 waves for each group.

Analytic plans for H2, H3, and H4
To address H2, H3, and H4, an inferential network model, the Exponential Random 
Graph Model (ERGM), was applied to each of the two-mode misbelief networks. We 
used the statnet R package for this purpose (v2019.6; Hunter et al., 2008). ERGM can 
be compared to binary logistic regression, as it investigates the influences of various 
factors on the presence of binary-coded ties (e.g., 0 = no tie, 1 = tie). However, ERGM 
offers advantages over binary logistic regression as it assumes interdependency, reflecting 
the theoretical notion that beliefs are interconnected within one’s mind. Additionally, 
ERGM, when applied to a two-mode network, allows researchers to easily examine the 
influences of attributes associated with information (e.g., veracity type), which can be 
more complex to test with binary logistic regression.

Results

Overall (mis)information network (RQ1)

Figure 2 demonstrates the overall (mis)information network aggregated over the entire 
study period. The (mis)information network comprised five true statements and ten 
false statements. Strong connections existed between true statements (M = 0.64, SD =  
0.16), whereas weak connections existed between the rest of the statement combinations 
(M = 0.06, SD = 0.07).

Four true statements out of the five were strongly interconnected with each other, 
namely HAVELIFE (i.e., “Getting COVID-19 doesn’t mean that you will have it for 
life”), RECOVER (i.e., “You can recover from COVID-19”), SALINE (i.e., “There is no 
evidence that rinsing your nose with saline protects against COVID-19”), and 
GARLIC (i.e., “Eating garlic does not help prevent COVID-19”) (M = 0.75, SD = 0.07). 
For instance, 86% of participants co-believed HAVELIFE and RECOVER to be true, 
and 80% of participants co-believed RECOVER and SALINE to be true. Although FACE
MASK (i.e., “A face mask will protect you from COVID-19”) was a true statement, its 
connection with other true statements was relatively moderate (M = 0.46, SD = 0.07).

False statements had weak connections with each other (M = 0.03, SD = 0.02) as well as 
with true statements (M = 0.09, SD = 0.08). This weak connection of false statements with 
other statements was expected, given that many of these false statements included 
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obtrusive false information. Nevertheless, some false statements tended to be co-believed 
with true statements. For instance, approximately 30% of respondents co-believed 
DELIBCREATED (i.e., “COVID-19 was deliberately created or released by people”) 
with other true statements (M = 0.30, SD = 0.08). Although not strongly connected, 
other false statements such as KNOWNCURE (i.e., “There is a known cure for 
COVID-19”), SUN (i.e., “Exposure to the sun prevents COVID-19”), MOSQUITO
SPREAD (i.e., “Mosquitos help spread COVID-19”) had some degree of connection 
with true statements (MKNOWNCURE = 0.13, SDKNOWNCURE = 0.04; MSUN = 0.10, SDSUN  
= 0.03; MMOSQUITOSPREAD = 0.10, SDMOSQUITOSPREAD = 0.03). Supplemental Table 3 pro
vides the adjacency matrix for this overall (mis)information network.

(Mis)information networks between liberals and conservatives (H1a and b)

Figure 3 demonstrates the (mis)information network of the liberal and conservative 
groups. For both groups, strong connections exist between true statements (MLiberal =  
0.66, SDLiberal = 0.15; MConservative = 0.62, SDConservative = 0.17). However, while there 
were strong connections among HAVELIFE, RECOVER, SALINE, and GARLIC in 
both the liberal (M = 0.76, SD = 0.07) and conservative (mis)information networks (M  
= 0.74, SD = 0.07), the conservative group tended to co-believe FACEMASK less with 
other true statements (M = 0.43, SD = 0.05) than the liberal group (M = 0.50, SD =  
0.05). Supplemental Tables 4 and 5 provide the adjacency matrices for liberal and con
servative (mis)information networks, respectively.

Two distinct clusters emerged in the COVID-19 (mis)information networks from the 
liberal and conservative groups. The cluster analysis confirmed the presence of an 

Figure 2. Overall (mis)information network.
Note: The shape of a node indicates the veracity of statements. Square-shaped nodes represent true statements, while 
round-shaped nodes represent false statements. The thickness of the line indicates the degree of connection between 
statements. The thicker the line between a pair of statements, the more participants co-believe them.
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erroneous connection between the false statement (i.e., DELIBCREATED) and true state
ments in the conservatives’ (mis)information network. The clusters were mostly driven 
by the veracity of statements. True statements tended to cluster with true statements, 
whereas false statements tended to cluster with false statements. This pattern was 
mostly evident for both groups, with one exception. The false statement DELIBCRE
ATED was clustered with true statements in the (mis)information network of the conser
vative group. The result indicated that the conservative group treated this false statement 
as if it were true in their (mis)information network. On the other hand, the liberal group 
did not mix true and false statements in their (mis)information network. Figure 4 visu
alizes the cluster analysis of the liberal and conservative (mis)information networks.

The connectivity patterns between the liberal and conservative groups were examined. 
Figure 5 illustrates the results. The findings confirmed that both groups developed (mis)in
formation networks consisting of strong connections between true information, but the 
conservative group was more likely to mix false and true information in their (mis)informa
tion network compared to the liberal group (b = −0.46, p < .05). Specifically, the level of con
nectivity for true-true statements did not differ between the liberal group (estimated 
strength of connection (estimation, hereafter) = 0.66, SE = 0.06, CI 95% = [0.55, 0.79]) and 
the conservative group (estimation = 0.62, SE = 0.06, CI 95% = [0.51, 0.75]). However, the 
level of connectivity between false-true statements tended to be higher in the conservative 
(mis)information network (estimation = 0.11, SE = 0.01, CI 95% = [0.09, 0.13]) than in the 
liberal (mis)information network (estimation = 0.07, SE = 0.01, CI 95% = [0.06, 0.09]).

Structural heterogeneity and homogeneity of (mis)information network (RQ2)

The average score of graph diffusion distance was greater for the liberal group (M = 0.44, 
SD = 0.32) than for the conservative group (M = 0.02, SD = 0.02), and such difference was 
statistically significant, t(135.9) = 15.65, p < .001. This result indicated that the (mis)in
formation networks of the liberal group were more structurally heterogeneous and 

Figure 3. (A) Liberal and (B) Conservative (mis)information network.
Note: The shape of a node indicates the veracity of statements. Square-shaped nodes represent true statements, while 
round-shaped nodes represent false statements. The thickness of the line indicates the degree of connection between 
statements. The thicker the line between a pair of statements, the more participants co-believe them.
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dynamic than those of the conservative group across different time points. Put differ
ently, the conservative group developed (mis)information networks that were structu
rally homogenous and rigid. This implies that within the conservative group, the 
patterns of connectivity, arrangement, and other structural elements of their (mis)infor
mation networks remained remarkably consistent across different time points.

Figure 6 illustrates the overall distribution of graph diffusion distance scores between the 
liberal and conservative groups. This figure clearly showed that there was more dynamism 
in the liberal group than in the conservative group. It demonstrated that the liberal group 
developed heterogeneous (mis)information networks where structures of (mis)information 
network changed across different samples and settings. On the contrary, the flattened dis
tribution of the light gray color scales demonstrated that the conservative group developed 
extremely invariant (mis)information networks, which were featured by low graph 
diffusion scores and variation. In other words, the conservative group developed (mis)in
formation networks that were homogeneous across different samples and settings.

What network structures might enable the conservative group to have homogeneous 
networks? Post hoc analysis, presented in Supplemental Table 6 and Supplemental Figure 
2, investigated the density of networks; operationally defined as the sum of connectivity. 
The results demonstrate that across 17 waves, the conservative group (M = 13.12, SD =  
1.29) exhibits denser (mis)information networks compared to the liberal group (M =  
10.89, SD = 0.48), t(21.64) = 6.89, p < .001.

Formation of misbeliefs: influences of statement veracity (H2), political 
orientation (H3), information behaviors (H4a–c)

The associations between statement veracity, political orientation, information beha
viors, and misbelief were examined through ERGM with a two-mode misbelief 

Figure 4. Cluster analysis results of (A) Liberal and (B) Conservative (mis)information network.
Note: The shape of a node indicates the veracity of statements. Square-shaped nodes represent true statements, while 
round-shaped nodes represent false statements. The color and shade of nodes indicate cluster membership. Nodes in 
blue color are clustered in one group, while nodes in orange color are clustered in another group. Edges between 
nodes are omitted for visual simplicity.
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network per wave. The Supplemental Table 7 presents the overall results including 
detailed statistical information.

Unexpectedly, the results showed that true statements were positively associated with 
being mistakenly believed as false. In other words, people were more likely to incorrectly 

Figure 5. Disassortative and assortative patterns between liberal and conservative groups.
Note: Pairs of statements are categorized into three conditions based on veracity. If both statements are true, the pair is 
assigned to the true-true condition. If both statements are false, the pair is assigned to the false-false condition. If the 
veracity of statements is mixed, the pair is assigned to the false-true condition.

Figure 6. Bivariate graph diffusion distances of (A) the liberal group and (B) the conservative group.
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believe true statements to be false rather than false statements to be true. This association 
persisted across all 17 waves, indicating that the data were not consistent with H2. Conser
vative orientation was significantly associated with the formation of misbelief throughout 
all 17 waves, supporting H3. Specifically, individuals with conservative views were more 
likely to form misbeliefs regarding COVID-19 statements. The data also supported H4a 
and H4b, which proposed that information avoidance and social media use were positively 
related to misbelief. The associations remained significant across all 17 waves.

Discussion

The present study employs a novel approach, integrating the network perspective with 
rolling cross-sectional survey datasets containing binary-based belief responses to 
COVID-19 (mis)information. This research constructed (mis)information networks to 
investigate the relationships and structures of (mis)information at the aggregate level. 
In the second part of the study, two-mode misbelief networks were built at the individual 
level to explore the associations between misbelief, information veracity, political orien
tation, and information behaviors. Although this study was conducted within a specific 
context, the cognitive network framework employed here offers a promising approach 
that may be adapted and applied to a variety of research settings, contexts, and data, 
subject to further validation and exploration.

Overall, this study contributes to enhancing our understanding of how (mis)informa
tion networks are systematically organized in a highly uncertain situation. Moreover, this 
study contributes to advancing theories such as the ideological asymmetric hypothesis, by 
demonstrating that the cognitive rigidity associated with conservatism and the cognitive 
flexibility associated with liberalism manifest not only at the individual level but also in 
the structure and evolution of (mis)information networks at the group level. By employ
ing the network approach, this study enriches our understanding of how political orien
tation shapes the way individuals and groups process and organize information, 
providing a comprehensive view of the belief formation process.

Network perspectives reflect systematic nature of information organization

Our findings highlight that an organized structure of information emerges from the 
aggregation of individual belief decisions about information. This may suggest that the 
way individuals or society organize information is not random but meaningful and sys
tematic. This is consistent with well-established psychological constructs like schema 
(Graesser & Nakamura, 1982), and supported by empirical evidence from psychology 
and neuroscience research (Ahn et al., 1992; Ghosh & Gilboa, 2014).

Incorporating a network approach into (mis)information research offers a holistic 
view of how individuals in a group systematically organize an array of (mis)information. 
Through constructing a (mis)information network at an aggregate level in this study, we 
found that society tends to form a constructive network where true statements are often 
believed and placed centrally, while false statements are largely disbelieved and posi
tioned at the periphery. This global view is informative as it illustrates how belief 
decisions about information can be structured through local and global interactions 
among pieces of information.
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Further, the network approach enhances our understanding of belief decisions about 
specific information relative to other information. While it is generally observed that true 
statements are strongly interconnected, closer examination reveals that certain true state
ments are weakly connected with others. For instance, the true statement, “FACE
MASK,” had weaker connections with other true statements. This could be due to the 
high uncertainty surrounding the effectiveness of face masks during the early stages of 
the pandemic (Peeples, 2020) and the period when this study took place. As a result, 
people might have been less confident about believing the FACEMASK statement as 
true compared to other true statements, leading to its weak connections.

Our findings also show that certain false information, such as whether or not the virus 
was deliberately created (“DELIBCREATED”) tends to be co-believed and clustered with 
true information within the conservative group. This finding aligns with previous literature 
suggesting a higher susceptibility to misinformation among conservatives compared to lib
erals (Calvillo et al., 2020; Garrett & Bond, 2021; Miller, 2020; Nan et al., 2022, 2023). 
DELIBCREATED appears to be a piece of misleading information that resonates widely 
within conservative circles. This trend could be attributed to the influence of political 
values and identities, which drive individuals toward embracing misinformation that 
aligns with their political values and affiliations (Nan et al., 2022, 2023). Future research 
is needed to integrate the network approach to investigate whether interventions designed 
to counteract belief in misinformation could effectively restructure the (mis)information 
network. Such research would be instrumental in understanding whether these interven
tions can weaken the connections between falsehoods and truths within these networks.

Network perspectives foster research with fresh insights

Over the past decade, we have witnessed considerable advances in network perspectives 
and metrics, offering a robust methodological foundation for scholars researching cogni
tive networks. For instance, a previous study used the concept of network centrality to 
identify the central political belief in a political belief system (Boutyline & Vaisey, 
2017). By conceptualizing the organization of (mis)information as a network, we can 
incorporate a variety of network perspectives and metrics into this research domain.

In our study, we used several network metrics, such as edge strength, and network algor
ithms like modularity and graph diffusion distance. We examined edge strength descrip
tively to show how participants, grouped by their political orientation, organize true and 
false information. We utilized modularity to examine how political groups cluster their 
(mis)information networks. The graph diffusion distance algorithm was employed to inves
tigate the structural heterogeneity of (mis)information networks within each political group 
across different time points. These network metrics and algorithms enable us to shed light 
on the organization and evolution of (mis)information networks of two political groups, 
aspects that would remain unexplored with traditional analytic approaches and perspectives.

The network analysis techniques used here are just a few examples among many. 
Researchers are encouraged to consider a variety of network perspectives relevant to 
their research questions. For example, we can utilize a global-level network property 
like density, which represents network cohesiveness (i.e., the sum of edge strengths) 
(Brandt & Sleegers, 2021; Dalege & van der Does, 2022) to examine whether a (mis)in
formation network with high density is more resilient to change or external interventions 

COMMUNICATION MONOGRAPHS 19



than a network with low density. The findings from our post-hoc analysis offer additional 
insights into why the conservative group is consistently susceptible to misinformation 
throughout the study period. The conservative group might resist change and maintain 
the status quo of their (mis)information networks as their (mis)information networks are 
more cohesive and firmly established than those of the liberal group. Likewise, applying 
network perspectives could offer numerous opportunities to enhance the theoretical and 
methodological aspects of (mis)information research.

Ideological asymmetry in (mis)information networks

A cognitive network is conceived as both dynamic and enduringly stable (Quackenbush, 
1989). This current research is among the inaugural studies to investigate the structural 
changes of (mis)information networks within liberal and conservative groups during the 
high-stakes, unpredictable context of the pandemic. Our findings are consistent with the 
ideological asymmetry hypothesis, which proposes a contrast between conservative individ
uals’ rigid thinking and the more adaptable mindset of liberal individuals’ (Jost, 2017; Jost 
et al., 2003, 2009). This research builds upon the existing body of knowledge by affirming 
that this ideological asymmetry prevails even at the group level. The cognitive rigidity intrin
sic to conservative individuals may be manifested in their collective cognition, thereby fos
tering an intense homogeneity within their (mis)information networks across various 
temporal phases and environments. Conversely, the cognitive fluidity inherent in liberal indi
viduals may potentially steer their (mis)information networks toward a notably diversified 
state, exhibiting varied characteristics across distinct temporal dimensions and contexts.

The results of our study carry significant implications for public health and misinfor
mation. In our analysis, we observed a notable consistency within the conservative group 
regarding their response to certain types of misinformation. This observed consistency 
implies a pattern where certain misbeliefs may circulate more persistently and become 
more deeply ingrained within the information networks of this group. It is important 
to highlight that this consistency does not suggest a lack of diversity in thought or 
opinion among conservatives but rather points to specific trends in how misinformation 
is processed and retained. Once misinformation becomes entrenched and is systemati
cally integrated with other information, the conservative group tends to show less incli
nation toward updating their information networks compared to the liberal group. Our 
results may shed light on the complexities involved in rectifying misbeliefs among con
servatives, and why attempts at correction can, in certain situations, prove to be counter
productive (Nyhan & Reifler, 2010). Challenges may also arise within the liberal group. 
While their cognitive flexibility may grant them greater capacity for rectifying misbeliefs, 
this adaptability may simultaneously render them more susceptible to misleading infor
mation. Although this aspect was not formally presented in our study, mapping the 
(mis)information networks of the liberal group by wave in Supplemental Figure 1 indi
cates their vulnerability to a broad spectrum of misleading information.

Misbelief formation

Our study offers several practical insights for public health communication researchers 
and practitioners. First, the significant association between information veracity and 
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individuals’ decision to accept misbeliefs indicates that in shaping peoples’ beliefs around 
COVID-19, misbeliefs around the true information (e.g., not believing the facts) are more 
prominent than misbeliefs around the false information (e.g., believing falsehoods). In 
other words, despite the escalating concern over the spread of fake news and mis- and 
disinformation, the bulk of misbeliefs originate from exposure to incomplete factual 
information rather than counterfeit or fabricated information. Consequently, in addres
sing emergent misbeliefs during health crises, the primary emphasis of public health 
communication should be on disseminating comprehensive, truthful information, 
coupled with efforts to counteract misinformation (Walter et al., 2021; Walter & 
Murphy, 2018; Walter & Tukachinsky, 2020).

Second, our findings elucidate the role of predispositions such as conservatism and infor
mation management behaviors (i.e., information avoidance, information seeking on social 
media) in the formation of misbeliefs. These insights provide valuable guidance on possible 
target audiences for public health messages. Empirical evidence reveals that people who lean 
more conservative are more susceptible to misbeliefs than people who lean more liberal 
(Miller, 2020), not only in the realm of political issues but also in health and scientific 
matters. Therefore, it is important to understand the (mis)information networks unique 
to conservatives and target communication accordingly. Furthermore, individuals who stra
tegically evade information or seek information exclusively on social media platforms 
present a challenge in terms of reachability. Therefore, understanding their patterns of 
information consumption and media habits can assist in reaching such elusive audiences.

Limitations

The present study has several limitations. First, the execution of this study during the early 
stages of the COVID-19 pandemic in the US introduces limitations regarding the applica
bility of our findings to broader contexts of health misinformation and different popu
lations. The initial phase of the pandemic was marked by heightened uncertainty and 
widespread misinformation, creating a unique environment. Additionally, the absence of 
a COVID-19 vaccine at that time may have amplified individual anxiety, potentially 
increasing susceptibility to misinformation. This specific context raises questions about 
the extent to which our findings can be generalized to other health misinformation 
topics. Furthermore, the generalizability of our results to populations outside the US is 
uncertain, considering the high degree of politicization of COVID-19 (Bruine de Bruin 
et al., 2020; Lee et al., 2021) and the relative public distrust in healthcare systems in the 
US (Armstrong et al., 2006). Therefore, future research employing a similar framework 
in varied contexts is essential to affirm the broader applicability of our study’s findings.

Second, the study’s reliance on a rolling cross-sectional survey design is a limitation, as 
it maps (mis)information networks across various samples but cannot track changes 
within the same group over time, unlike a panel survey. The COVID-19 pandemic, 
with its rapidly changing information, influences individuals’ beliefs about misinforma
tion. Our method, focusing on aggregated trends, misses these individual-level dynamics, 
making it crucial to interpret findings at the group level and avoid ecological fallacy. 
Future research should combine panel surveys and individual-level network approaches 
to better understand individual changes in (mis)information networks during dynamic 
events like pandemics.
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Third, the aggregated approach precludes investigating the association of (mis)infor
mation networks with individual-level variables due to a disparity in the units of analysis. 
To overcome this limitation, recent research has proposed a method to measure cognitive 
networks at an individual level (Brandt, 2022). Considering that an individual’s cognitive 
network is likely to be shaped by a multitude of personal traits, including demographics, 
political orientation, and various perceptions, constructing individual-level information 
networks, and correlating them with individual-level variables could provide a more 
nuanced understanding of the origin and structure of (mis)information.

Conclusion

The present study applies a network perspective to investigate (mis)information net
works at an aggregate level and misbelief networks at an individual level. While 
society broadly constructs a beneficial network, conservative groups tend to conflate 
false and true information more than their liberal counterparts. The structures of (mis)
information networks exhibit a pronounced homogeneity within conservative groups, 
while those within liberal groups are markedly heterogeneous. The results derived 
from misbelief networks corroborate that political orientation serves as a significant 
determinant of misbeliefs. Additionally, the veracity of information and individual infor
mation behaviors also exhibit associations with misbeliefs. By integrating a network per
spective, this approach potentially holds the promise to enrich theories and 
methodologies pertinent to (mis)information and belief research.

Notes

1. Local structures refer to the specific configurations or patterns of nodes and edges found 
within localized segment of a network. These local structures include, but are not limited 
to, the strength of connections between specific nodes, clustering, and centrality, which 
highlight the relational patterns or arrangements of individual nodes and their neighboring 
nodes. In contrast, global structures pertain to the broad-scale patterns, configurations, and 
traits that define the overarching organization and behavior of a network. These global 
structures include, but are not limited to, density and disassortativity, which respectively 
refer to the degree of connectivity in a network and the tendency of nodes within a 
network to connect with dissimilar others.

2. A rolling cross-sectional survey differs from a panel survey as it collects an independent 
sample at each wave to represent the population for that timeline (Yee & Niemeier, 
1996). Compared to the panel survey design, the rolling cross-sectional survey design has 
several advantages such as avoidance of participant dropout issues and better reflection of 
the community changes.

3. The first-tier states comprised of California, Connecticut, Florida, Illinois, Massachusetts, 
Michigan, New Jersey, New York, Pennsylvania, and Texas. The second-tier states included 
Colorado, Mississippi, North Carolina, South Carolina, and Tennessee, while the third-tier 
states were Arizona, the District of Columbia, Idaho, Kansas, and Kentucky.

4. Refer to Supplemental Table 2 in the supplemental documents for a representation of the 
topology of the two-mode misbelief network.
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