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Abstract
An examination of innate behavior and its possible origins suggests parallels
with the formation of habitual behavior. Inflexible but adaptive responses—
innate reflexive behavior, Pavlovian conditioned responses, and operant
habits—may have evolved from variable behavior in phylogeny and ontogeny.
This form of “plasticity-first” scientific narrative was unpopular post-Darwin
but has recently gained credibility in evolutionary biology. The present article
seeks to identify originating events and contingencies contributing to such
inflexible but adaptive behavior at both phylogenic and ontogenic levels of selec-
tion. In ontogeny, the development of inflexible performance (i.e., habit) from
variable operant behavior is reminiscent of the genetic accommodation of ini-
tially variable phylogenic traits. The effects characteristic of habit (e.g., unre-
sponsiveness to reinforcer devaluation) are explicable as the result of a conflict
between behaviors at distinct levels of selection. The present interpretation vali-
dates the practice of seeking hard analogies between evolutionary biology and
operant behavior. Finding such parallels implies the validity of a claim that
organismal behavior, both innate and learned, is a product of selection by conse-
quences. A complete and coherent account of organismal behavior may ultimately
focus on functional selective histories in much the same way evolutionary biology
does with its subject matter.
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“Strict repetition and recurrence decrease relatively
to the novel. … [H]abit-forming wears grooves;
behavior is confined to channels established by prior
behavior. In so far the tendency is toward monoto-
nous regularity.”
—John Dewey (1958/1925, p. 280), Experience and
Nature.

Habitual behavior is characterized by reduced flexi-
bility of action. Under circumstances in which contingen-
cies are invariant, operant behavior becomes more
regular, impervious to revaluation of its consequences
and resistant to degradation of the contingency between
behavior and reinforcing consequences. Although oper-
ant behavior early in training may be characterized by
relative flexibility and adaptiveness to dynamic contin-
gencies, with more training it can become comparatively

inflexible and resistant to change (for a general overview
of habit, see, e.g., Lingawi et al., 2016).

One may observe an analogy between the formation
of habit and the development of rigid behavioral “strate-
gies” in evolutionary history. Animals behave in adap-
tive, species-specific ways in response to environmental
demands, ones requiring little to no learning. To invoke a
metaphor, these behaviors are hard-wired into the organ-
ism by virtue of an evolutionary history. Stable contin-
gencies relating to biological fitness—at least with respect
to the behavior of interest—have produced relative
invariance of some behavioral forms. Some behaviors are
so consistently adaptive they become stimulus bound
across evolutionary time and thus nearly automatic.

The present article is an interpretation of habit learn-
ing by way of an analogy with instinctual responding and
Pavlovian conditioning. What follows is aligned with a
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functional selectionist perspective (Skinner, 1953, 1966,
1981) in which behavior is a product of three levels of
selection. Skinner extended Darwinian selection to account
for adaptive behavior in operant learning and cultural
domains. His account treats behavior in much the same
way as Darwin’s does biological traits. New forms of
learned behavior are reproduced as a function of differen-
tial reinforcement. All behavior is explicable as the product
of some combination of contingencies in evolution, learn-
ing, and cultural transmission. A spider builds a web
largely as a function of an evolutionary history; a primitive
human invented the fishing net largely as a function of a
personal history; and net-building in humans proliferated
largely because of imitation, modeling, and the adaptive
consequences following the use of fishing nets.

Readers unconvinced that behavior represents grist
for the selective mill in a Darwinian fashion will likely
not be convinced by this article. They may consider
what follows to be of limited use. They may not “change
their minds.” But there are readers of this journal who
see the topics in evolutionary biology and behavior as
particular instances of a more fundamental process
(i.e., selection by consequences). These folks may find
utility in this article’s contents. Biology and behavior
may be linked via a hard analogy, helping us identify
real corresponding entities and their respective func-
tions. Skinner’s (e.g., 1981) stance, and the position of
the present article, is that biology and behavior share
more than surface features (see also Catania, 2001,
2013; Stahlman & Leising, 2018). Like all selectionist
sciences, behavior analysis is concerned with histories of
a particular sort (e.g., Donahoe, 2003, 2012).

Skinner’s framework is supported by identifying simi-
larities across biological and behavioral sciences. If selec-
tive systems operate in distinctive ways, they will show
distinctive effects (e.g., Schneider, 2012; Wasserman, 2012;
Wasserman & Cullen, 2016). The substrate is in this sense
irrelevant: Observations in phylogeny will have ontogenic
parallels and vice versa. Our proper study may be varia-
tion and selection themselves, with biology, behavior, and
culture forming convenient subdisciplines within the
broader science (e.g., Hull et al., 2001). The present article
approaches these topics in this light.

We will begin by introducing a pair of plasticity-first
accounts of biological evolution. The topic has deep roots in
seminal literature. Within a century of the Origin
(Darwin, 1859), Baldwin and Waddington had each offered
means—genetic accommodation and genetic assimilation,
respectively—by which innate or instinctual behavior could
be selected from variable and learned ancestral behavior. This
history has not been well represented in the pages of JEAB.
According to Google Scholar, in the journal’s history,
the phrase Baldwin effect appears only once (Hayes &
Sanford, 2014). The proper name Waddington appears in
eight articles, equating to once every 8 years. (To give a sense
for the range of possible values, Skinner appears in about
2,200 papers in the journal’s history, an average of

approximately 34 articles per year.) The words canalized and
canalization, critical to Waddington’s account, appear in one
article each (Killeen, 1992; Schneider, 2003). Neither genetic
accommodation nor genetic assimilation appears a single time.

At the least, it seems worthwhile to bring these topics to
JEAB as matters pertaining to the adaptive behavior of
organisms. Further, in accordance with well-established
behavioristic practice (e.g., Donahoe, 2012; Skinner, 1975,
1984; Stahlman & Catania, 2020, 2023; Wasserman, 2012),
we will draw from the philosophy of biology in reinterpret-
ing Pavlovian responses and operant behavior.

The behavioral origins of instincts: A very brief
history

In a classic paper, Skinner (1966) examined the various
origins of adaptive behavior. In so doing, he continued to
draw parallels between Darwinian (1859) natural selec-
tion and reinforcement in operant behavior. In a note
appended to the republished article, Skinner (1969,
chap. 7) identified the potential behavioral origins of
some phylogenic behavior. It is worth reading the major-
ity of a relevant passage:

Let us assume that a dog possesses no
instinctive tendency to turn around as it lies
down but that lying down in this way is rein-
forced as an operant by the production of a
more comfortable bed. If there are no phylo-
genic advantages, presumably the readiness
with which the response is learned will not be
changed by selection. But phylogenic advan-
tages can be imagined: such a bed may be
freer of vermin, offer improved visibility with
respect to predators or prey, permit quick
movement in an emergency, and so on. Dogs
in which the response was most readily condi-
tioned must have been most likely to survive and
breed. … Turning around when lying down
may have become so readily available as an
operant that it eventually appeared without
reinforcement. It was then ‘instinctive.’ Onto-
genic contingencies were responsible for the
topography of an inherited response.

(emphasis added)

Many might consider these musings forbidden, as they sug-
gest the genetic inheritance of acquired characteristics, the
so-called Lamarckian heresy (Dawkins 1982; see also May-
r & Provine, 1998; Weismann, 1891, 1893). But within evo-
lutionary biology, there is a long history in which scientists
offered non-Lamarckian mechanisms for the plastic behav-
ioral origins of innate action. Darwin himself thought
instincts could be constructed from the behavior of ances-
tors, though he thought Lamarck’s mechanism of evolu-
tionary change to be “nonsense” (Darwin, 1892, p. 174).
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Baldwin (1896, 1902, see also Morgan 1896, Osborn
1896) is credited with an early proposal for the construction
of instincts. Organisms in an evolving population may learn
to perform a particular adaptive response at earlier and ear-
lier points in development. Over generations, such a direc-
tional effect may proceed until the behavior requires little to
no learning. Variously called genetic accommodation and
the Baldwin effect (Simpson, 1953) this suggests a means by
which instinct may be built (see also, e.g., Avital &
Jablonka, 2000; Badyaev, 2009; Bateson, 2006; West-
Eberhard, 2003). There are three necessary components for
the Baldwin effect to occur. First, ontogenic behavioral
plasticity must relate to biological fitness; second, there
must be hereditary factors that contribute to this initially
plastic behavior; and third, these genetic factors, by virtue
of Darwinian selection, proliferate over generations. After
this process, one may call such behavior prepared
(Dunlap & Stephens, 2014; Lolordo, 1979; Seligman, 1970;
Shettleworth, 1972). One example of prepared learning has
been demonstrated in rhesus monkeys, which only respond
with fear to snakes following snake-relevant experience.
This fear response is much more rapidly acquired to snakes
than to other stimuli and can even be learned via observa-
tion of other monkeys’ fear responses (e.g., Cook &
Mineka, 1989, 1990). This suggests an evolved propensity,
one with obvious adaptive value in environments where
snakes are a threat.

Waddington (e.g., 1942, 1953, 1957, 1959; see
Crispo, 2007, and Gottlieb, 1997, for reviews) introduced
the concept of canalization. Over generations, an adaptive
developmental program may become increasingly robust
to environmental perturbation (e.g., Waddington &
Robertson, 1966). In a novel or changing environment,
variability in development may increase fitness. But in sta-
ble environments, selection may act over generations to
increase the (genetic) fixedness of an adaptive phenotype.
This process has been referred to as genetic assimilation
(see also Hallgrímsson et al., 2019; Loison, 2019; Nijhout
et al., 2021; Pigliucci et al., 2006; Warburton, 1956). The
variability in the original population may be lost in the
same way other costly features are expunged by iterative
natural selection (e.g., the loss of eyes in the Mexican cave
tetra; Protas et al., 2007). Following canalization, slight or
brief environmental perturbations are unlikely to result in
large differences in gene expression (e.g., Meiklejohn &
Hartl, 2002). A phenotype may thus become genetically
fixed or swiftly acquired under usual developmental condi-
tions for the species (Gottlieb, 1991a, 1991b).

Baldwin’s and Waddington’s accounts are not mutu-
ally exclusive. Indeed, they seem likely to work in parallel
when conditions demand (Crispo, 2007, Figure 2). It is not
the goal of the present article to disentangle them or to
resolve the many disputes (see, e.g., Loison, 2019) over
their relative importance in biological evolution. These
specifics by which initial plasticity may evolve into a hard-
wired, inflexible, and/or innate phenotype are not crucial
for the purposes of this article. Thus, we will favor the

more general term genetic accommodation, but we will
refer to canalization as well. For our purposes, it is enough
to highlight that these two accounts have well-established
histories in the evolutionary biology literature and are
plausible “phenotype-first” drivers of evolutionary change.

On innate behavior

Behavior primarily due to natural selection has many
familiar names: instinct (Beach, 1955; Tinbergen, 1951),
modal and fixed action patterns (Barlow, 1977), reflexes
(Sherrington, 1906), and unconditional responses
(Pavlov & Anrep, 1927/2003) are but a few. These terms
all refer to adaptive behavior that is dependent on partic-
ular kinds of ancestral history rather than a personal his-
tory. The controlling variables for innate behavior are to
be found in an ancestral history, not in a personal one.
Behavior may be “released” by prevailing environmental
variables, but doing so reflects nothing called learning
(but see, e.g., Chittka & Rossi, 2023).

The origins of innate responding may lie in the behav-
ioral flexibility of ancestral organisms. Specific propensities
to behave in given ways may well have become fixed
because of their relation to the consequences of reproduc-
tive success in ancient environments. This represents an
inversion of the prevailing view that instincts are ancestral
to acquired behavior (e.g., Laland et al., 2015; Levis &
Pfennig, 2016). Bell and Robinson (2011, p. 1161) write,

When circumstances change, an organism’s
first response is often behavioral. But how
does adaptive behavior evolve, given that it
requires constant and often instantaneous
interactions between an individual and its
environment? The dominant view empha-
sizes new random DNA mutation as the
starting point. … [But] an alternative theory
proposes environmentally induced change in
an organism’s behavior as the starting point,
and “phenotypic plasticity” that is inherited
across generations through an unspecified
process of “genetic assimilation.” [. . .] [B]
ehavioral genetics and genomics, especially
for animals in natural populations, lend some
plausibility to the phenotypic plasticity view.

(emphasis added)

Much evidence supports the possibility that initial pheno-
typic variation may become fixed in an evolving popula-
tion (e.g., Badyaev, 2009; Ginsburg & Jablonka, 2010;
Haig, 2007; Heyes et al., 2020; Jablonka & Lamb, 2005;
Moray & Connolly, 1963; Portera & Mandrioli, 2021;
Tierney, 1986). Robinson & Barron (2017) point to the
possibility that instinct and learning share cellular and
molecular mechanisms. They write, “[e]volutionary
changes in epigenetic mechanisms may sculpt a learned

EVOLUTION OF INFLEXIBILITY IN BEHAVIOR 29
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behavior into an instinct by decreasing its dependence on
external stimuli in favor of an internally regulated pro-
gram of neural development” (p. 27). Such a program
requires a shift in behavioral control from recent and pre-
vailing contingencies to ancestral ones. They conclude,
tantalizingly, as follows: “Considering an instinct as an
‘ancestral memory’ of a specific response to the environ-
ment may help to guide efforts to understand the physical
basis of memory” (p. 27).

On Pavlovian behavior

Pavlovian conditioning is said to be a process by which
animals learn the relations between stimulus events
(Rescorla, 1988). To a greater extent than with innate
behavior, the variables of interest in conditioned behavior
are found in the animal’s personal history. But like with
innate behavior, Pavlovian conditioned responses are non-
arbitrary and inflexible. Their characteristics are largely
determined by an evolutionary history. Pavlovian
responses may thus be considered innate responses to
fitness-related predictive stimuli (e.g., Timberlake, 1993,
1994). We will suggest that Pavlovian conditioned
responses are not categorically distinct from instinctual
behaviors. They are to be found on the same continuum as
innate behavior but differ quantitatively in their degree of
fixedness.

A plausible narrative for the origins of
conditioned behavior

Pavlovian conditioning is evolutionarily ancient, and
thus it is difficult to be certain of its deep origins. What
follows is merely a plausible narrative. But as it adheres
to established principles of evolutionary biological
thought, it may be helpful.

Suppose a population of organisms exists with vari-
ance in efficiency of eating. Some members are passive
feeders, merely consuming food they happen to contact.
In an aquatic, nutrient-rich environment, this may suf-
fice. But when conditions are worse and there is competi-
tion for limited resources, an active organism has the
advantage. Organisms that move through space may
move away from especially nutrient-poor locations and
are more likely to encounter nutrient-rich oases. This
confers a selective advantage for movers. Of these, those
organisms that take advantage of fitness-related regulari-
ties in their environment—those that move nonrandomly, in
the direction of food—have a greater advantage still. Some
of these regularities may be stable over evolutionary time.
For example, aquatic photosynthetic bacteria are always
found close to the ocean’s surface, not at depth. Organisms
that primarily feed on these bacteria may benefit from stay-
ing near the surface. Such conditions are ripe for the full
genetic accommodation of behavior. Other regularities in

feeding opportunities may be less stable—new seafloor vents
open, ocean currents change, or organisms venture into
novel territory. A prepared response to these kinds of vari-
able, punctate events would confer an advantage, but the
relative unpredictability of the events themselves means
adaptive behavior cannot become fully canalized.

Pavlovian conditioning is adaptive across systems. It
has a direct role in foraging and feeding, courtship, pre-
vention and removal of external irritants, and predator
evasion. If the foregoing account is correct, it suggests
Pavlovian conditioning—rooted in the plasticity of ances-
tral organisms vis-à-vis specific fitness-related events—
emerged many times, in concert with the evolution of
reflexive behavior in each system.

Pavlovian conditioning as a general process

Different varieties of conditioning share apparent features.
But a plasticity-first view suggests these evolved separately
and converged on a similar terminal solution. Condition-
ing is a process, not a mechanism (e.g., Fanselow &
Wassum, 2016; Krause & Domjan, 2017). Different forms
of conditioned behavior could have emerged indepen-
dently as they were shaped by biological contingencies. An
analogous biological concept is homoplasy, or convergent
evolution. A bat’s wings and a pigeon’s wings may have
similar behavioral functions, but they are not classically
homologous—so too with the many independent emer-
gences of the eye (though deep genetic homologies may
well exist; Shubin et al., 2009). The term anticipation and
similar others (e.g., expectation) may refer to a collection
of effects with similar form, but with dissimilar selective
histories rendering them distinct in a functional account.
Therefore, organisms may not generally anticipate events.
Animals approach stimuli that are predictive of food, and
they also approach stimuli that are predictive of safety,
but this does not entail that approach is the same in each
case. Overshadowing occurs in both conditioned salivation
and fear preparations, but this does not entail the two
cases having a shared origin.

There are many specific differences between the varie-
ties of conditioning; these are consistent with independent
origins. One example is evidence that different standard
preparations are differentially able to produce cue com-
petition (e.g., Maes et al., 2018); another is the radical
disparity in optimal interstimulus intervals across forms
(e.g., Garcia et al., 1966; Hawkins et al., 1986). These do
not unambiguously support a plasticity-first view because
selection could have shaped these differences from a com-
mon ancestral form of conditioned behavior. More con-
vincing is the vastly different neural systems mediating
each Pavlovian response. For example, the conditioned
eyeblink response is mediated by the cerebellum (see,
e.g., Kim et al., 1998), whereas conditioned fear is medi-
ated by nuclei in the amygdala (see, e.g., Fanselow &
LeDoux, 1999). Pavlovian conditioned behavior reflects

30 STAHLMAN and LEISING

 19383711, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jeab.892 by T

exas C
hristian U

niversity, W
iley O

nline L
ibrary on [24/09/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



acquisition of adaptive behavior to particular stimuli as a
function of their necessary relation to fitness-related
events in phylogeny. This agrees with Fanselow &
Wassum (2016, p. 14), who write,

[c]onditioning is embedded in the neural sys-
tems that evolved for very different functions
(e.g., defense, reproduction, feeding). There
is no Pavlovian learning system per se;
rather, because of the adaptive value of
anticipating events, Pavlovian conditioning
appears to have evolved independently
within each of these systems. … There is little
overlap in the circuitry of functionally dis-
tinct classes of conditioning. Thus, at a
mechanistic level each type of conditioning
needs to be considered on its own.

The role of behavioral consequences

Pavlovian responses are a product of the juncture of stim-
ulus relations and a deep evolutionary history. They are
not a function of their current consequences. A condi-
tioned response will predictably occur when stimulus
relations dictate, even if its occurrence has aversive conse-
quences for the organism.

For example, if a tone reliably precedes the delivery of
sucrose at a food niche (i.e., ToneàSucrose), a hungry rat
will come to approach the niche during the tone. An omis-
sion contingency can then be arranged so that sucrose is
contingent on avoiding the niche during the tone. Condi-
tioned approach is maintained even though it costs the rat
many feeding opportunities (Holland, 1979). There are
countless analogous examples (e.g., Hershberger, 1986;
Williams & Williams, 1969).

The ontogenic history and the current consequences
of a Pavlovian response are irrelevant to its expression;
this entails that it cannot change in response to prevailing
contingencies that conflict with ancestral ones. Pavlovian
behavior reflects long-standing stable evolutionary con-
tingencies, the conditions under which genetic accommo-
dation could occur. Early ancestral flexibility may have
given way to modern rigidity.

There is another class of adaptive behavior, however,
allowing for rapid and flexible adjustment in dynamic
environments. This behavior may reflect the early vari-
ability required by a plasticity-first view of behavioral
evolution. Operants are largely a function of their conse-
quences and are accordingly more arbitrary with respect
to evolutionary history. But within operant behavior,
there too is a sequence by which flexibility is replaced by
rigidity. Such a progression may be a shared property of
selective systems. We will suggest the transition from
flexible “goal-directed” behavior to inflexible “habit”
constitutes an ontogenic analogue for genetic accommo-
dation in biological evolution.

On operant behavior

Under some circumstances, the consequences following
behavior have the effect of changing the future probabil-
ity of similar actions. Behavior in this category is called
operant (Catania, 1973; Skinner, 1938).

The arbitrariness of operant behavior

As a rule, operants more strictly reflect recent contingen-
cies than do instinctual or Pavlovian responses. The latter
are the largely the consequence of stable ancestral histo-
ries that promote the genetic accommodation of behav-
ior; in contrast, operant behavior reflects control by more
capricious environmental relations that need not be simi-
lar to those in ancestral history. Thus, compared with
phylogenic behavior, operant behavior appears to be
more arbitrary. Contingent sucrose may make food-
restricted rats’ lever-pressing more likely in part because
related motor behavior (e.g., orienting, rearing) has few
phylogenic commitments. Contingent sugar can also
increase the probability of pole pushing, string pulling,
digging, open rearing, and wheel running, among other
behaviors1 (e.g., Shettleworth, 1975). Contingent omis-
sion of sucrose has the opposite effect in that any of those
behaviors may be made less likely (e.g., Uhl, 1973).

Given these clear behavioral differences between
operants and Pavlovian conditioned responses, one
would expect divergence in their neural mechanisms.
And in this respect, operant behavior is indeed dissimilar
to conditioned behavior. Pavlovian behavior is subdi-
vided across systems distributed throughout the brain—
perhaps evidence for their independent behavioral
origins. In contrast, operant behavior appears to be
generally mediated by specific neural pathways. In
mammals, the dorsolateral striatum and infralimbic pre-
frontal cortex are implicated in stimulus-driven operant
behavior; the dorsomedial striatum, prelimbic prefrontal
cortex, and the ventral orbitofrontal cortex are linked to
the sensitivity of behavior to its consequences (Dolan &
Dayan, 2013). And in invertebrates, the neural struc-
tures contributing to operant behavior are homologous
with those of the vertebrate basal ganglia (Strausfeld &
Hirth, 2013; Tomer et al., 2010). Neural circuitry pro-
vides no indication that different operants have different
phylogenic origins.2

1Like with humans, technology has expanded the potential repertoire of the rat
today as compared with the past.
2We note that phylogenic history clearly does matter for operant behavior, in a
sense. Presentation of stimuli with evolutionary importance (e.g., food, sexual
opportunities) modifies the probability of contingent, if arbitrary, behavior. What
makes something food or a sexual partner is largely the product of an ancestral
history. Also, actions that are physically impossible can never be reinforced and
can thus never be made more probable. A child will never take flight by flapping
her arms, no matter how she might strain. But this is why we have airplanes.

EVOLUTION OF INFLEXIBILITY IN BEHAVIOR 31
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The development of habit

Because operant behavior is responsive to its conse-
quences, it may change as a function of changing envi-
ronmental circumstances. Actions yielding positive
outcomes will be repeated, whereas those yielding aver-
sive consequences will not be. To the extent this remains
true, operant behavior remains adaptive.

A standard case is seen when a single operant response
is first established via positive reinforcement and is then
followed by a change in the hedonic value of the conse-
quence (e.g., Balleine & Dickinson, 1998; Colwill &
Rescorla, 1985; Dickinson et al., 1983; Thrailkill &
Bouton, 2015). For example, in a food-restricted rat, one
might establish lever pressing by delivering contingent
chocolate pellets. Subsequently, chocolate is paired with
gastric illness via the intraperitoneal injection of lithium
chloride; a small number of pairings generates aversion to
chocolate. Following this, in an extinction test, the rat
may show a reduction in lever pressing. This may suggest
the operant behavior is “goal directed.” It is as though the
organism considers the outcome of its behavior prior to
acting. But operant behavior does not always conform so
neatly to prevailing conditions. Habit represents a cate-
gory of operant behavior that does not show this sensitiv-
ity to its consequences. As an example, let’s posit another
food-restricted rat pressing a lever and receiving contin-
gent chocolate pellets but with greatly extended operant
training. After overtraining the behavior, we can again
devalue the chocolate by pairing it with lithium chloride.
In a subsequent extinction test, we may see no decrease in
lever pressing—the rat presses the lever as rapidly as it did
before the devaluation. This rat’s behavior is stimulus
bound and automatic. By mere virtue of additional oper-
ant training, the rat no longer appears to consider the con-
sequences of its behavior. As Bouton (2021, p. 349) writes,

[i]t is now customary to imagine that the
rodent is more cognitively engaged than classic
behaviorists like Hull and Skinner assumed.…
[Actions] are apparently performed—and this
is the “cognitively engaged” part—with a rep-
resentation of the goal in memory. Habits, in
contrast, as behaviors that may eventually get
us to a goal, but are performed more automati-
cally, without the goal in memory or “mind.”
Actions can become habits with extended repe-
tition and practice.

We will return later to matters of “cognitive engagement,”
goal representation, and memory.

Researchers have examined the neurobiological corre-
lates of habit formation. There is evidence for a shift
from dorsomedial to dorsolateral basal ganglia pathways
during operant learning (Balleine et al., 2009; Belin
et al., 2009; Graybiel, 2005; Graybiel & Grafton, 2015;
O’Doherty et al., 2004; Thorn et al., 2010; Yin

et al., 2004, 2009). Comparative analysis (e.g., Balleine &
O’Doherty, 2010; Brembs, 2009, 2011; Wood &
Rünger, 2016) suggests this transition generally mediates
the formation of habit (see also Corbit, 2018; de
Wit, 2012). Many (e.g., Adams & Dickinson, 1981;
Balleine, 2019; Bouton, 2021; Dickinson et al., 1983;
Thrailkill & Bouton, 2015) suggest that the development
of habit reflects a shift not only in the neurobiological
correlates but also in the associative structure of behav-
ior. Behavior that is sensitive to reinforcer devaluation
may be said to reflect control by a response–outcome
(R-O) association. An operant no longer sensitive to rein-
forcer devaluation may be said to reflect control by
stimulus–response (S-R) associations. But this is not the
only way of considering the matter.

A different way of thinking about habit

Let us consider a case in which a naïve rat is placed into
a free-operant learning experiment. The animal is
confronted with a new environment and a novel set of
contingencies. A single lever protrudes from the side wall.
There is a practical unpredictability at this early stage. It
is adaptive for behavior first to be a function of its conse-
quences, to be flexible. Lever presses that produce
sucrose are at first incidental and sporadic as the animal
does other things (e.g., “exploring”) that are characteris-
tic of behavior in a new environment. These latter forms
of behavior drop away as the experiment continues. The
regularity of the contingencies yields ever-more regular
lever pressing, which progressively becomes less sensitive
to its consequences. The behavior becomes habitual. This
effect in operant learning resembles in no small way the
reduction in flexibility observed in the genetic accommo-
dation of behavior. In each, initial variability gives way
to inflexibility by virtue of stable consequences for adap-
tive behavior. One might say that habit represents onto-
genic canalization.

If one considers this example to be a behavioral ana-
logue to the development of prepared learning in evolu-
tion, a question emerges: What if the canalized behaviors
produced by evolutionary and behavioral contingencies
are in mutual conflict?

There are many cases of conflict between phylogenic
and ontogenic behavior. A classic example is found in
misbehavior (Breland & Breland, 1961). Delivery of food
reinforcers may activate species-specific behavioral reper-
toires that interfere with the operant response. A raccoon
receives food contingent on picking coins and dropping
them into a metal box, but the behavior is resistant to
shaping, as the animal spends many minutes rubbing the
coins together and dipping them into the box but not
releasing them. The characteristic food-handling behav-
ior, elicited by food delivery, prevents the occurrence of
the operant behavior. This example of “instinctive drift”
(p. 684) is but one among many. Another example is in
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the well-established difficulty of training certain kinds of
actions as avoidance responses. Rats do not readily learn
to lever press to avoid strong footshocks because the
delivery of shocks results in species-specific, threat-
related behavior that conflicts with execution of the
avoidance response (e.g., Bolles, 1970; Bouton &
Bolles, 1980; D’Amato & Schiff, 1964). Intrusions in the
other direction are also possible; operant behavior may
interfere with evolved, species-specific behavior. The dis-
cipline of soldiers in battle may be one such example.
Prepared, canalized, species-specific behavior cannot
always co-occur with operant behavior (Stahlman &
Leising, 2018). We may extend some implications to the
treatment of habit as a behavioral analogue of genetic
accommodation.

The behavioral effects of food poisoning are dramatic
and have a rapid onset. A rat falls ill after consuming of
a food item and quickly learns an aversion. Taste aver-
sion requires very little learning (e.g., a trial or two) to
manifest and is robust. The rapidity by which condition-
ing proceeds is an indicator of its preparedness; the
behavior of avoiding poison has long been under strong
selective pressure. Animals that do not eat poisonous
substances a second time should have a fitness advantage
over those that do. Likewise, animals that do not spend
their resources working for and returning to poisonous
food sources should have a fitness advantage over those
that do. Across evolutionary time, such regularities have
provided the proper conditions for the genetic accommo-
dation of behavior of flavor aversion. Critically, the can-
alized behavior encompasses both the reduced
consumption of the poisonous food and the reduction of
behavior that produces the poisonous food. Of course,
the animal would be expected to continue to work for
untainted food.

Overtraining a positively reinforced operant produces
a different form of long-lasting stability and results in a
different kind of fixedness. Selection by consequences
works not only to increase the probability of lever press-
ing but also to make lever-pressing more secure in the
rat’s repertoire (Nevin & Grace, 2000). Conflict may
occur between the evolutionary tendency to avoid
responses that yield poisoned food and the habitual
tendency to behave. One observed result is that lever
pressing continues unabated and so reinforcer devalua-
tion appears to be ineffective. Here, ontogeny wins.
Entries to the food magazine, however, are immediately
reduced following reinforcer devaluation (Nelson &
Killcross, 2006). These results at first seem paradoxical,
but they may be explicable in terms of their relative prox-
imity to fitness-related events. Magazine entry is more
proximal to food handling (i.e., an event directly related
to evolutionary history) and is less arbitrary than lever
pressing. Here, phylogeny wins.

If this analysis is correct, the evolution of response
fixedness in natural selection bears a hard analogical rela-
tionship to the development of fixedness in operant

behavior by reinforcement. One should expect other com-
mon effects. As mentioned, the genetic accommodation
of behavior should be greatest when environmental con-
tingencies are stable over evolutionary time. Complete
accommodation of adaptive behavior is unlikely, how-
ever, when contingencies are unstable or dynamic. If the
analogy to operant behavior is valid, one must expect
unpredictable operant contingencies will prevent the
development of habit.

This is precisely what is observed. Changes in
exigences—for example, in the contextual antecedents to
operant behavior or in the predictability of contingent
reinforcers—render behavior sensitive to its consequences
and thus prevent the development of habit. Simply inter-
leaving different training contexts during operant learning
is enough to maintain the goal directedness of behavior
(e.g., Bouton et al., 2020; Steinfeld & Bouton, 2021; Trask
et al., 2020). A wealth of evidence (Bouton et al., 2020;
Bouton, 2021; Olton, 1979; Thrailkill et al., 2018, 2021)
indicates the shift from goal-directed to habitual behavior
is directly related to reinforcer’s predictability. Free-
operant behavior on a single lever, in a single, invariant
context, and delivering consistent reinforcers is likely to
become habitual. Discriminated operant behavior, on the
other hand, appears to resist becoming habitual even with
large amounts of training, but this resistance is eliminated
when parameters are established to ensure that the rein-
forcer is delivered predictably (Thrailkill et al., 2018).

Concluding comments on a unified framework

The transition from goal-directed to habitual operant
responding may be considered one distinct example of a
general process. Stable contingencies produce the devel-
opment of fixedness from more variable origins. This
may be true for any type of selection (Skinner, 1981). It
may simply be something selection does, whether in a
Darwinian substrate or an operant one.

This article presents an interpretation, the validity of
which should be subject to scrutiny. The literature of habit
is rich and associative interpretations well established. Sci-
entists have customary ways of speaking about habit,
including ways in conflict with the present narrative.

A predictive stimulus (i.e., a CS) may elicit a condi-
tional response, but is said to do so because it activates a
representation of the unconditioned stimulus. An animal
may expect the occurrence of the unconditioned stimulus.
The conditional response may be due to the animal pos-
sessing a corresponding stimulus–stimulus (S-S) associa-
tion. In operant behavior, the experimental evidence
suggests to some the existence of associations [i.e., R-O,
O-R, and S(R-O)] governing goal-directed organismal
behavior. Operant behavior is also said to reflect antici-
pation or expectation, in this case of the outcome or con-
sequence of behavior (e.g., Bouton, 2021). Habitual
behavior, less sensitive to its consequences, is said to be a
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function of stimulus–response (S-R) associations. The
present article, in contrast, does not depend on such
terms to account for differential effects of reinforcer
devaluation. It explains the same facts as associative
accounts, but it does not appeal to hypothetical
explanatory constructs. It instead appeals only to
selection by consequences in evolution and operant
learning. Thus, it aligns well with modern evolutionary
biology. As Skinner (1985, p. 295) notes,

[w]e say that we have eyes in order to see,
but biologists have long since learned to say
only that eyes have evolved because varia-
tions that enabled organisms to see better
were selected. A similar mistake is made
when cognitive psychologists call operant
behavior purposive or goal directed. The
goal … has no effect upon the organism’s
behavior. Only past arrivals at the goal can
have had any effect.

The arguments presented here are aligned with a philoso-
phy of science emphasizing path dependence and the
determinative role of histories. Although one might sug-
gest “actions that have become habitual and reflexive
relieve cognitive and attentional load” (Lingawi
et al., 2016, p. 411; emphasis added), the adaptive origins
of habit may be found elsewhere. They may instead be a
fundamental adaptive character of a stable, selective
system.

Behavior is not a mere symptom, the product of
events “taking place somewhere else, at some other level
of observations, described in different terms, and mea-
sured, if at all, in different dimensions” (Skinner, 1950,
p. 193). Behavior is a subject matter on its own merits
(Catania, 2013; Watson, 1913). This article sought to
draw some parallels across observations of the phylogeny
and ontogeny of behavior as suggested by a plasticity-
first account of origins. Selection may be sufficient to
explain the parallel establishment of inflexible adaptive
behavior at multiple levels. Such an account is necessarily
incomplete, but it is hoped the present narrative will draw
attention to the relevant biological arguments and illumi-
nate features regarding the development of habit and of
adaptive behavior generally. When we ask about the ori-
gins of instincts, of Pavlovian responses, and of habit,
maybe we will find behavior does indeed “always come
first” (Catania, 2000, 2017, p. 3).
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