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Abstract
Objectives: Natural language processing (NLP) represents one of the adjunct tech-
nologies within artificial intelligence and machine learning, creating structure out 
of unstructured data. This study aims to assess the performance of employing NLP 
to identify and categorize unstructured data within the emergency medicine (EM) 
setting.
Methods: We systematically searched publications related to EM research and NLP 
across databases including MEDLINE, Embase, Scopus, CENTRAL, and ProQuest 
Dissertations & Theses Global. Independent reviewers screened, reviewed, and eval-
uated article quality and bias. NLP usage was categorized into syndromic surveillance, 
radiologic interpretation, and identification of specific diseases/events/syndromes, 
with respective sensitivity analysis reported. Performance metrics for NLP usage 
were calculated and the overall area under the summary of receiver operating charac-
teristic curve (SROC) was determined.
Results: A total of 27 studies underwent meta-analysis. Findings indicated an over-
all mean sensitivity (recall) of 82%–87%, specificity of 95%, with the area under the 
SROC at 0.96 (95% CI 0.94–0.98). Optimal performance using NLP was observed in 
radiologic interpretation, demonstrating an overall mean sensitivity of 93% and speci-
ficity of 96%.
Conclusions: Our analysis revealed a generally favorable performance accuracy in 
using NLP within EM research, particularly in the realm of radiologic interpretation. 
Consequently, we advocate for the adoption of NLP-based research to augment EM 
health care management.
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INTRODUC TION

The utilization of artificial intelligence and machine learning (AI/ML) 
techniques in the medical field has become increasingly prevalent.1,2 
At present, AI/ML is employed for various purposes, including dis-
ease diagnosis, prognosis prediction, and hospitalization determi-
nation.3–5 During the COVID-19 pandemic, studies utilized diverse 
clinical parameters to forecast infection severity among COVID-19–
positive patients.6,7 Various ML algorithms have been applied to pre-
dict hospitalization, critical care conditions, and mortality rates.6,7 
AI/ML has also found extensive use in forecasting outcomes for 
specific conditions such as sepsis, coronary artery diseases, and 
fever.5,8,9

Electronic health records (EHRs) contain data that can be catego-
rized into structured forms (e.g., age, gender, race) and unstructured 
forms. The latter encompasses narrative text, including histories, 
current medical conditions, discharge summaries, and image re-
ports from health care providers. Structured data in EHR are for-
matted by health care providers through the selection of itemized 
boxes or options. This often requires more effort from humans to 
enter information but is easier for computers to process and inter-
pret. Unstructured data include text from dictation or typing and 
can convey a narrative more clearly for humans reading the chart. 
However, it poses a challenge for computers to analyze, due to the 
context-sensitive nature of human language and variability across 
providers.10,11 The goal of natural language processing (NLP) is to 
enable computers to investigate and reason using human languages 
as input.10,11

NLP operates by breaking sentences into words to make them 
comprehensible for computers, using the following methods: 
Tokenization breaks down a sentence into individual words, and 
stop words, such as “the” and “is,” are often removed. Stemming 
and lemmatization simplify words to their base or root forms, while 
part-of-speech tagging labels words as nouns, verbs, adjectives, 
etc. Several open-source NLP programs exist that implement these 
steps, though some researchers develop custom NLP software. A 
complete NLP program, combining these various technologies, aims 
to understand human language accurately.

In emergency medicine (EM), timely disease recognition, ap-
propriate treatment, and determining patient dispositions are 
critical. Accurate disease recognition facilitates treatment and syn-
dromic surveillance for contagious diseases posing public threats.10 
Interpreting a patient's clinical condition from narrative text can 
guide treatment and disposition decisions. Common NLP applica-
tions in EM focus on monitoring syndromic surveillance; interpreting 
imaging findings; and identifying specific diseases, events, or syn-
dromes.10–12 As the health care industry increasingly relies on tech-
nology, it becomes imperative to understand nuances of NLP in the 
context of EM.

Before applying NLP to unstructured EHR data, it is essential to 
evaluate its performance. Suboptimal performance can yield erro-
neous predictions and diminish credibility of the technology among 
users. This systematic review and meta-analysis primarily focused 

on evaluating the performance of NLP to identify and categorize 
unstructured ED data, emphasizing three key areas: monitoring syn-
dromic surveillance (e.g., respiratory illness, influenza, or gastroin-
testinal illness), determining image interpretations, and recognizing 
specific diseases/events/syndromes.

METHODS

Database search and eligibility criteria

We built a search strategy around the concepts of NLP, health ser-
vices research, and ED. The strategy was drafted in Ovid Medline 
and translated to the following databases: Embase, CENTRAL via 
Cochrane, Scopus, and ProQuest Dissertations & Theses Global. We 
filtered the literature to encompass studies published between 1990 
and August 2023. Additional manual searches were conducted to 
avoid missing any references cited in previously published NLP re-
view papers. For the full strategy, see the supplemental files.

Eligible studies consisted of original prospective, retrospective, 
and randomized controlled studies from peer-reviewed journals, 
preprint, print, online ahead-of-print publications, and open-access 
journals. Of the included studies, the ED notes encompassed diverse 
document types such as triage, history of present illness, medical 
decision, radiology, and discharge summaries. To be included in 
the analysis, these notes were required to be limited to ED care. 
Moreover, studies were eligible for inclusion if they satisfied all the 
following criteria: (1) applied NLP in EM; (2) used raw clinical text 
as input for analysis; (3) employed a criterion standard definition 
to permit calculation of performance; and (4) if NLP was not open-
resourced, segregated data into training and testing sets.

Exclusion criteria comprised: (1) duplicated studies; (2) studies 
exclusively using clinical notes unrelated to the ED (e.g., notes from 
solely prehospital EMS or home health care); (3) review papers, edi-
torial comments or perspectives, notes extracted from social media 
platforms like Twitter or YouTube; (4) methodology studies solely 
addressing derivation or validation of open-resource NLP software; 
(5) studies not addressing NLP performance on testing data; (6) stud-
ies lacking validation or partially validating the final NLP results; (7) 
studies solely comparing performance between training and testing 
data without a defined criterion standard from NLP; and (8) stud-
ies reporting mean performance accuracies without case-specific 
accuracies.

Data extraction and quality assessment

Study selection and extraction

Six independent reviewers (N.A., T.S., N.H, D.P., H.K., and P.M.) 
conducted a comprehensive screening of search results in two 
distinct phases, an initial screening based on titles and abstracts 
(Phase 1) and then a thorough examination of full-text articles 
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(Phase 2). At least two independent reviewers assessed each article. 
Advancement from Phase 1 to Phase 2 relied on mutual agreement 
between both reviewers to include the individual study. In case of 
disagreement, a third reviewer (HW) was consulted to make a final 
determination regarding the study's eligibility. Instances where data 
were missing, incomplete, or deemed inadequate for calculating sen-
sitivity, specificity, negative predictive value (NPV), positive predic-
tive value (PPV), and positive and negative likelihood ratios (LR+ and 
LR−) prompted sending at least two separate emails to the study's 
corresponding author, requesting access to the raw study data. 
Studies were excluded when no response was received.

Outcome measurements

We measured three key functions of utilizing NLP including: (1) iden-
tification of cases for syndromic surveillance (e.g., respiratory illness, 
gastrointestinal illness); (2) extraction of specific findings from ra-
diology interpretations (e.g., pulmonary embolism, pneumonia); and 
(3) recognition of diseases, events, or syndromes (e.g., sepsis, sei-
zures, allergies).

Risk of bias and quality assessment of 
individual studies

We utilized the Critical Appraisal Skills Program (CASP) diagnos-
tic checklist tool for studies’ quality assessment (see detail in 
Table  S2).13,14 To address potential meta-biases, including publica-
tion bias and small-study effects, several analyses were performed. 
Using funnel plots for assessing publication bias in diagnostic test 
studies may produce misleading results.15,16 Publication bias was 
evaluated in our study using a regression of diagnostic log odds ratio 
against 1/square root (effective sample size), weighted by effective 
sample size. Significant asymmetry (p < 0.10) indicated the pres-
ence of publication bias. Small-study effects were assessed using 
Harbord's and Peter's tests.17,18

Data synthesis and analysis

To assess study quality, we employed kappa statistics to measure 
inter-rater variability. The study populations' data were aggregated 
to evaluate the overall performance (e.g., sensitivity, specificity, PPV, 
NPV, LR+, and LR−) to identify and categorize unstructured ED data. 
Subsequently, we determined the performance of three main NLP 
applications. Due to anticipated study heterogeneity, we employed 
a random-effects model. To assess heterogeneity, summary receiver 
operating characteristic analysis (SROC) was performed for a visual 
assessment of the threshold effect, a form of diagnostic meta-
analysis heterogeneity analysis. Furthermore, our study utilized LR 
to calculate posttest probability using a Bayes nomogram, depicting 
this information via a Fagan plot.19 This plot illustrated the pretest 

probability (set at 50%) through LR+ and LR– to determine posttest 
probability.19 We chose a pretest probability of 50% to represent a 
neutral uncertainty.

When studies analyzed the same data using different AI/ML 
algorithms, only the data exhibiting the best performance were 
chosen for the meta-analysis, to avoid including duplicate study 
patients. To mitigate potential selection biases, we conducted a 
sensitivity analysis using the worst-reported performance from the 
studies. Variation in performance might stem from different NLP al-
gorithms, varied outcomes using the same NLP algorithms, or both.

This systematic review and meta-analysis were managed using 
Covidence software, a tool for systematic review screening and 
data extraction. STATA statistical software version 14.2 was uti-
lized for meta-analysis. This study was registered with PROSPERO 
(International Prospective Register of Systematic Reviews, 
CRD42023477884).

Reporting guidelines

This study report followed the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses (PRISMA).20

RESULTS

Through a comprehensive literature search (Table S1), 596 studies 
were initially screened. After titles and abstracts were reviewed, 
207 studies were excluded. An additional 190 studies were excluded 
with the review of full-text articles, leaving 33 studies for quality 
assessment. Among these, four studies were excluded by the qual-
ity assessment due to lacking reference standards,21–24 and an ad-
ditional two studies were omitted due to not being able to calculate 
NLP performance.25,26 Consequently, a total of 27 studies were in-
cluded in the final analysis (Table 1; Figure 1).27–53

Risk of bias

High agreement was observed in the quality assessment among 
raters (inter-rater variability test, κ = 0.8630, p > 0.05), indicating no 
statistically significant differences in inter-rater variability. The qual-
ity assessment for all 33 included studies was summarized (Table S2).

To mitigate potential biases in assessed studies, such as publica-
tion and small-study effects, publication bias analysis was utilized. 
The bias coefficient was −14.06 with a [95% CI of −51.00 to 22.87], 
and a p-value of 0.440 was obtained, indicating no evidence of pub-
lication bias (Table S3). Harbord and Peters tests were employed for 
small-study bias analysis. The Harbord test yielded an estimated in-
tercept of 2.72 with a standard error of 3.29 and a p-value of 0.261, 
indicating no statistically significant evidence of small-study effects. 
The Peters test produced a bias coefficient of −263.24 with a p-value 
of 0.311, aligning with the findings from the Harbord test (Table S3).
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Main results

Overall, this meta-analysis included 27 studies with 179,109 pa-
tients and 9025 images. It consisted of four studies involving 23,707 
patients focused on syndromic surveillance,27,29,33,41 12 studies 
covering 155,402 patients targeting diseases/events/syndromes 
recognition,36–40,42–45,47,48,53 and 11 studies involving 9025 im-
ages concentrating on radiology interpretations.28,30–32,34,35,46,49–52 
Detailed descriptions of each study are provided in Table  2. The 
mean sensitivity across studies was 0.87 (95% CI 0.82–0.91), speci-
ficity was 0.95 (95% CI 0.92–0.97), PPV was 0.18 (95% CI 0.18–0.18), 
NPV was 1.00 (95% CI 1.00–1.00), LR+ was 17.4 (95% CI 10.3–29.5), 
and LR− was 0.13 (95% CI 0.09–0.19). Figure 2 illustrates a forest 
plot displaying mean recall (sensitivity) and specificity. Upon sub-
group analysis, it was noted that NLP's optimal performance lay in 

interpreting image reports (mean sensitivity of 0.93 and specificity 
of 0.96, Table 2).

Sensitivity analysis

Among the 27 studies, variations arose due to different NLP algorithms 
used for outcome prediction and the measurement of diverse out-
comes. To address this variability, a sensitivity analysis was conducted 
to ascertain the worst performance among these studies. Confusion 
matrices were unsuccessfully derived from two studies,39,46 and the 
other 10 reported varying performance.31,33,36,39–41,43,45–48,53

The sensitivity analysis revealed that the mean sensitivity was 
0.82 (95% CI 0.73–0.88), specificity was 0.95 (95% CI 0.92–0.97), 
PPV was 0.14 (95% CI 0.14–0.14), NPV was 1.00 (95% CI 1.00–1.00), 

F I G U R E  1  PRISMA flow diagram: using NLP in EM research. NLP, natural language processing.
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LR+ was 15.8 (95% CI 10.1–24.6), and LR− was 0.19 (95% CI 0.13–
0.29). These metrics represented a less optimal performance, when 
compared to the best-reported performance observed across the 
studies (Table 3).

DISCUSSION

The manual conversion of unstructured data into structured data 
has historically posed significant challenges within research, includ-
ing extensive time investment in data collection and training, differ-
ent inter-rater variabilities, and a propensity for errors during manual 
processing.54–56 Leveraging NLP to identify and classify unstruc-
tured data has notable advantages in the realm of AI/ML, by mitigat-
ing these issues.57,58 In our investigation, we observed a generally 
favorable performance of NLP usage in EM research. Additionally, 
upon categorizing NLP applications into three key areas, we dis-
covered that the highest performance was achieved in interpreting 
radiological reports. These findings encourage further exploration 
and research into the application of NLP for managing unstructured 
data.

NLP can extract various medical concepts from clinical docu-
mentation, facilitating analysis or reasoning based on human lan-
guage.31,59 Substantial potential exists for leveraging EHR data for 
health care advancements through NLP-based decision support 

systems.60,61 These systems, derived from NLP-based research, 
may reduce health care costs while enhancing clinical decision 
making.

Upon review of the literature, we noted a dearth of performance 
reports employing meta-analysis to gauge the performance of NLP 
in identifying and categorizing unstructured data. Currently, there 
exists only one such meta-analysis, which evaluated postoperative 
complications within the surgical domain.62 The authors reported 
an overall sensitivity of 92% and specificity of 99%. Our study, al-
though focused on EM research, yielded similar results. Such con-
sistent findings support the potential of NLP to bolster health care 
efficiency and precision across various medical domains.

Our analysis indicated an overall lower PPV in the range of 0.13–
0.14. This outcome was predominantly influenced by a single study 
with a substantial sample size, which contributed to over 80% of 
the weighting in the meta-analysis.39 This study utilized triage notes 
to predict instances of mortality and cardiopulmonary arrest, em-
ploying NLP techniques for managing and analyzing these notes to 
predict said events.39 A low PPV can be anticipated when the prev-
alence of the event, such as mortality and cardiopulmonary arrest, 
is exceedingly low (i.e., 0.48% in this study).39 Upon the removal of 
this influential study from the meta-analysis, the overall mean PPV 
became 0.82. This revised finding aligns more closely with the PPV 
we observed when utilizing NLP for syndromic surveillance or inter-
preting radiology reports.

TA B L E  2  Performance of NLP in EM.

Sensitivity 
(recall) Specificity PPV (precision) NPV LR+ LR−

Overall

Pooled 0.87 0.95 0.18 1.00 17.4 0.13

95% CI 0.82–0.91 0.92–0.97 0.18–0.18 1.00–1.00 10.3–29.5 0.09–0.19

Range 0.33–1.00 0.55–1.00 0.02–0.95 0.72–1.00 1.78–286.46 0.01–0.67

Subgroup, pooled (95% CI)

Syndromic surveillance 0.73 (0.51–0.87) 0.96 (0.82–0.99) 0.85 (0.84–0.85) 0.99 (0.99–0.99) 16.3 (3.7–72.6) 0.29 (0.14–0.57)

Radiology interpretation 0.93 (0.90–0.94) 0.96 (0.92–0.98) 0.82 (0.81–0.83) 0.99 (0.99–1.00) 20.8 (11.3–38.2) 0.08 (0.06–0.10)

Identifying diseases/
events/syndromes

0.86 (0.79–0.91) 0.94 (0.86–0.98) 0.13 (0.13–0.13) 1.00 (1.00–1.00) 14.5 (5.9–35.6) 0.15 (0.09–0.23)

Abbreviations: LR, likelihood ratio; NLP, natural language processing; NPV, negative predictive value; PPV, positive predictive value.

TA B L E  3  Sensitivity analysis of performance using NLP in EM.

Sensitivity (recall) Specificity PPV (precision) NPV LR+ LR−

Overall 0.82 (0.73–0.88) 0.95 (0.92–0.97) 0.14 (0.14–0.14) 1.00 (1.00–1.00) 15.8 (10.1–24.6) 0.19 (0.13–0.29)

Subgroup

Syndromic surveillance 0.58 (0.38–0.75) 0.92 (0.86–0.95) 0.46 (0.46–0.47) 0.94 (0.93–0.94) 7.0 (5.7–8.5) 0.46 (0.30–0.70)

Radiology interpretation 0.88 (0.75–0.95) 0.96 (0.92–0.98) 0.87 (0.86–0.87) 0.98 (0.98–0.99) 22.1 (11.5–42.3) 0.12 (0.06–0.27)

Identifying diseases/
events/syndromes

0.81 (0.73–0.87) 0.94 (0.88–0.97) 0.12 (0.11–0.12) 1.00 (1.00–1.00) 14.4 (6.8–30.8) 0.20 (0.14–0.30)

Note: Data are reported as pooled performance metrics with 95% CI.
Abbreviations: LR, likelihood ratio; NLP, natural language processing; NPV, negative predictive value; PPV, positive predictive value.
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Considerable variations in performance among studies underscored 
the heterogeneity observed in our analysis, plausible mechanisms be-
hind these variations may stem from the inherent challenge of inter-
preting human language and the utilization of diverse ML models.45,63 
Our sensitivity analysis highlighted the potential influence of language 
variance across different times, geographic regions, or events, contrib-
uting to this observed heterogeneity. It is imperative to exercise caution 
when applying open-source NLP programs to individual studies, em-
phasizing the necessity of validation before formal application.

Our study focused solely on assessing the performance of using 
NLP independently, while other studies in the literature adopt a fu-
sion of NLP and additional AI/ML algorithms to handle both struc-
tured and unstructured data.64,65 To offer a broader understanding 
of NLP usage, future studies could compare performance between 
both approaches.

LIMITATIONS

Our study, despite a robust search strategy utilizing various data-
bases and manually searching relevant NLP studies, may have missed 

F I G U R E  2  Performance (sensitivity and specificity) of using NLP in EM research. The SROC curve depicts mean operating sensitivity 
and specificity points (Figure 3). The area under the SROC was calculated as 0.96 (95% CI 0.94–0.98). Setting the pretest probability at 
50%, following the use of NLP to identify unstructured ED data, the probability of correct prediction reached 95% (Figure 4). Utilizing NLP 
to exclude cases/disease/events at the same pretest probability (50%) resulted in a posttest probability of 12%, indicating fairly accurate 
classifications of unstructured data through NLP. NLP, natural language processing; SROC, summary receiver operating characteristic.

F I G U R E  3  An SROC curve. SROC, summary receiver operating 
characteristic.
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other NLP studies related to EM, which might affect the overall find-
ings of performance. Another major limitation of this meta-analysis 
was the potential high heterogeneity found between studies due 
to threshold effect, which may compromise the accuracy of the 
meta-analysis results in this study.66,67 Moreover, several studies 
employed a blend of NLP and other AI/ML algorithms to handle 
both structured and unstructured data.68,69 As our inclusion crite-
ria were focused primarily on NLP accuracy, studies employing such 
combinations were excluded, potentially limiting the scope of NLP 
investigation. Many studies used sample sizes for NLP validation 
compared to their designated “criterion standard.”28,38,44 Typically, 
the criterion standard in most studies involved the consensus of 
manual review, due to the unstructured nature of data. Following 
validation, these studies applied NLP to larger data sets without ad-
ditional validation against the criterion standard. Our meta-analysis 
only incorporated validated data, which might lead to an inaccurate 
performance assessment of NLP. Some studies have indicated de-
graded performance when prospectively applying models that were 
trained retrospectively, underscoring the potential bias in our analy-
sis.31,45,63 Lastly, although NLP is commonly used to handle unstruc-
tured data, our investigation focused solely on NLP studies within 
the field of EM. Because our meta-analysis was limited to EM, our 
results on NLP performance may not generalize to other specialties. 

Future studies concentrating on different outcomes, purposes, or 
diverse medical domains are necessary to validate and expand upon 
our findings.

CONCLUSIONS

Our study identified generally favorable performance when employ-
ing natural language processing in emergency medicine research, 
with higher performance for radiologic interpretation when com-
pared with syndromic surveillance and disease/event/syndrome 
recognition. We advocate for further natural language processing 
research to augment health care efficiency and precision.
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