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## Chapter 1

## Introduction

Fractals are mathematical sets characterized by self-similarity. While the history of the study of fractals goes back as far as the $17^{\text {th }}$ century [1], the concept was popularized by Mandelbrot in the 1970s [2] and is now applied to many fields including cosmology [3], geography [4], chemistry [5], and economics [6]. The fact that fractals can be found virtually everywhere suggests that there is an underlying mathematical principle. From the onset of fractal studies, some have suggested that the universe might be a fractal at a large scale [7].

The cosmological principle holds that the universe is homogeneous and isotropic. Indeed, the observed cosmic microwave background, or simply CMB, which is believed to be a relic from the primordial universe, suggests that the universe was highly homogenous and isotropic at its early stage. The cosmological principle, though appealing from a naturalistic perspective as well, is nevertheless a hypothesis. In fact, in the past few decades, as we probed further into the dark, we encountered ever larger structures. The Laniakea supercluster, one of the largest structures in the universe, was discovered in 2014 [8], further redefining the structure horizon.

The standard theory contends that, in the critical universe, the slightly over-dense regions act as seeds for gravitationally bound structures, evolving into galaxies and galactic clusters with large voids between them. This bottom-up structure formation also indicates that the universe is homogenous and isotropic beyond a certain scale range, supporting the cosmological principle without undermining what we observe today.

While extensive research efforts have been devoted to simulating possible scenarios, most of which closely outline the standard model, the specifics of how the large structure has been formed from little-to-no structure remains unresolved. Within the standard scenario, the scale at which the universe is safely considered homogenous is disputed among researchers. In order to replicate how the universe evolved, three-dimensional simulations are frequently employed. However, these three dimensional simulations are not suitable for fractal analysis for a number of reasons [9]: Fractal analysis typically requires a large number of sample points for accurate results. Moreover, in order to investigate the fractal features of a given set, a sample set needs to properly reflect the fine structure of that set. Three-dimensional simulations to date have been performed with a limited number of particles per dimension and often make numerical approximations in compensation of computational time and simplicity. These approximations may destroy the fine structure that the simulated set may possess and introduce unknown effects into the evolution of the universe.

With a focus on fractal analysis, we have developed a one-dimensional analogue of the universe that allows us to write an event-driven algorithm for a large number of matter particles. In this variant, we follow the evolution of two kinds of matter, namely dark matter and luminous matter. It is largely accepted that the ordinary matter that is visible to us, therefore is luminous, only accounts for roughly $20 \%$ of the matter content in the universe. The remainder is referred to as dark matter, which interacts with other matter only via gravity. Accordingly, we simulated luminous matter in a way that it loses energy in interaction while dark matter distribution merely evolves under the influence of gravity.

The preliminary results of our simulations clearly show the development of structure formation that exhibits characteristic fractal patterns over a certain scale range. In particular, the structure appears to be hierarchical, similar to the observational universe which also appears to be arranged in a hierarchical pattern, from a galaxy group to a supercluster. This hierarchical structure is the hallmark of fractal geometry and is characterized by self-similarity. Therefore, to study the structure created in the simulation, we focused our attention in fractal analysis.

Central to fractal geometry is the concept of self-similarity. Due to its scalefree properties, finding appropriate power laws plays a crucial role in fractal analysis. By extending the traditional notion of dimension, fractal dimensions may be extracted from the associated exponent of these power laws. For instance, the box-counting dimension $D_{0}$, one of the fractal dimensions, roughly represents the "size" of a given set. If the matter constituents of the universe are homogeneously distributed, the dimension should be close to the dimension of the embedded space. According to the earliest computational results, the correlation dimension $D_{2}$, also one of the fractal dimensions, was estimated to be about $D_{2} \simeq 1.2$ [10].

For dynamical systems, multifractals often arise, requiring a spectrum of fractal dimensions, called the generalized dimensions, instead of a single dimension. A multifractal analysis allows us to investigate the subsets of the original set with various densities. Martinez et al. performed a multifractal analysis, obtaining the spectrum of dimension $D_{q}$ [11]. They found that although the scaling range is not trivial, the distribution of galaxies exhibits highly multifractal characteristics. They estimated box-counting dimension $D_{0} \simeq 2.1$ and correlation dimension $D_{2} \simeq=1.3$. The fact that these computed fractal dimensions were significantly smaller that the embedded dimension indicates that the universe is a fractal in a certain range.

Although size-oriented methods are most popular for computing the generalized dimensions, they are known to be unreliable in a certain range of the spectrum. Accordingly, we pursued two alternative methods, both of which employ mass-oriented partitions. One of these methods, namely the $k$-neighbor method, proves suitable for analyzing structure formation. From this fractal analysis technique, we justify the aforementioned claim that our simulations show the development of structure formation up to a certain scale.

This thesis is organized as follows: Chapter 2 introduces the concepts and definitions regarding fractals; Chapter 3 discusses the specific methods for computing fractal dimensions. Most of the details can be found in our published work [12]; Chapter 4 includes the basic cosmology required to construct the gravitational simulation; Chapter 5 explains the one-dimensional model, presents the preliminary results of the simulation and discusses future directions.

## Chapter 2

## Fractal Analysis

### 2.1 Fractals

The discovery of a rather strange type of set, called fractal, led to the extension of the notion of dimension. Fractals sets are characterized by self-similarity, and power laws can be associated with them. From a geometrical perspective, a given set is self-similar when it is similar to a part of itself, though the rigorous definitions of fractals or self-similarity are often avoided in order to encompass a wider variety of fractals. To achieve the selfsimilarity condition, a self-similar set needs to possess an infinite nesting structure. Due to this, fractals may be preserved after appropriate magnification and translation. Therefore, power laws arise naturally in the study of fractals as the power law is the only differentiable function that does not change its form under a scale transformation. To be precise, if some differentiable function $f$ satisfies $f(b x)=g(b) f(x)$ for all $b>0$ and for some function $g$, the function $f$ must be a power law. Since $x \rightarrow b x$ is a scale transformation, the function $f$ is said to be preserved up to a constant under scale transformations. Accordingly, various power laws can be derived from fractal sets and it is the exponents of these power laws that are associated with the dimensions of the fractal set.

Traditionally, the dimension of a given set indicates the number of independent variables required to specify the element within the set and so can take only integer values.

However, as in the case of space-filling curves, this notion of dimension may not be satisfactory. Instead, fractal dimension is better suited to represent the "size" of a given set. If we want to associate "size" with fractals such as the famous Koch snowflake [13] shown in Fig. 2.1, we need to extend our notion of dimension as well as of measure. The Koch snowflake is nowhere differentiable and consists of a perimeter with infinite length enclosing a finite area. Intuitively, the dimension of the set should be bigger than the dimension of a finite interval and smaller than that of a finite area. Indeed, we can define the fractal dimension in such a way that the Koch snowflake has the dimension of $\log 4 / \log 3=1.261 \ldots$. In this section, we introduce all the necessary concepts to define fractal dimension.


Figure 2.1: The Koch Snowflake is illustrated at the third iteration. The Koch Snowflake can be created as follows: Starting with an equilateral triangle, place another equilateral triangle on each of the sides of this original triangle. Repeat this process indefinitely on the straight lines newly formed at each iteration. A simple (finite) self-similarity can be seen in this illustration.

### 2.1.1 Measure

The classical notion of dimension is, roughly, the number of independent variables required to specify a point in a given set. Here, we extend the classical notion of dimension by using the concept of measure (see Appendix A for a more detailed discussion of measure). The most standard and robust definition of dimension is based on the Hausdorff measure. Unlike the familiar Lebesgue measure, it is defined for all sets. Suppose $F$ is a subset of $\mathbb{R}^{n}$ and $s$ is a non-negative number. For any $\delta$, define [14]

$$
\begin{equation*}
\mathscr{H}_{\delta}^{s}(F):=\inf \left\{\sum_{i=1}^{\infty}\left|U_{i}\right|^{s}:\left\{U_{i}\right\} \text { is a } \delta \text {-cover of } F\right\} \tag{2.1}
\end{equation*}
$$

(see Appendix A. 2 for the definition of a cover). Then the $s$-dimensional Hausdorff measure of $F$ is given by taking the limit as $\delta \rightarrow 0$ :

$$
\begin{equation*}
\mathscr{H}^{s}(F)=\lim _{\delta \rightarrow 0} \mathscr{H}_{\delta}^{s}(F) . \tag{2.2}
\end{equation*}
$$

It can be shown that when applied to "simple" $n$-dimensional sets, the $n$-dimensional Hausdorff measure is consistent with our classical notion of $n$-dimensional volume of the set, namely length, area etc. In fact, it can be shown that if $F$ is a Borel subset of $\mathbb{R}^{n}$, then the Hausdorff measure coincides with the Lesbegue measure up to a constant multiple.

### 2.1.2 Dimension

Since $\mathscr{H}_{\delta}^{s}(F)$ in Eq. (2.1), and therefore the Hausdorff measure $\mathscr{H}^{s}(F)$ is a non-increasing function of $s$ for $\delta<1$, using the same notation, it can be shown that for some $t>s$, the following inequality holds [14]:

$$
\begin{equation*}
\sum_{i}\left|U_{i}\right|^{t} \leq \delta^{(t-s)} \sum_{i}\left|U_{i}\right|^{s} \tag{2.3}
\end{equation*}
$$

This means that if $\mathscr{H}^{s}(F)<\infty$ for some $s, \mathscr{H}^{t}(F)=0$ for all $t>s$. This property guarantees the existence of the critical value of $s$ at which $\mathscr{H}^{s}(F)$ jumps from $\infty$ to 0 . The Hausdorff dimension $\operatorname{dim}_{H} F$ of a set $F$ is defined to be this critical value. More formally, it can be written as [14]:

$$
\begin{equation*}
\operatorname{dim}_{H} F=\inf \left\{s: \mathscr{H}^{s}(F)=0\right\}=\sup \left\{s: \mathscr{H}^{s}(F)=\infty\right\} . \tag{2.4}
\end{equation*}
$$

Note that the concept of dimension has now been extended to non-integer values as $\operatorname{dim}_{\mathrm{H}} F$ can assume any real number. While the Hausdorff dimension might not be the most intuitive way to define dimension, it is consistent with the classical definition of integer dimension and also satisfies a set of properties that we expect to hold true, based on our geometrical notion, for any reasonable definition of dimension. For example, the Hausdorff dimension is monotonic as it should be: If $E \subset F$, then $\operatorname{dim}_{H} E \leq \operatorname{dim}_{H} F$. It is this robustness of the

Hausdorff dimension that makes it widely regarded as the most foundational definition of dimension when it comes to fractal analysis.

### 2.1.3 Box-counting Dimension

While the Hausdorff dimension is mathematically rigorous, it is difficult to estimate directly. In many cases, the box-counting dimension, although less rigorous, is often used instead. In Eq. (2.1), consider a cover with $\left|U_{i}\right|=\delta$ for all $i$ as illustrated in Fig. 2.2. If $n(\delta)$ denotes the number of elements of the cover required to cover a given set, we have [14]:

$$
\begin{equation*}
\mathscr{H}_{\delta}^{s}(F)=\inf _{\left|U_{i}\right| \leq \delta}\left\{\sum_{i=1}^{\infty}\left|U_{i}\right|^{s}\right\} \leq n(\delta) \delta^{s} . \tag{2.5}
\end{equation*}
$$

If we assume that the following scaling law holds as $\delta \rightarrow 0$ :

$$
\begin{equation*}
n(\delta) \simeq \delta^{-D_{0}} \tag{2.6}
\end{equation*}
$$

for some $D_{0} \in \mathbb{R}_{+}$, we see that the R.H.S of Eq. (2.5) converges for $s \geq D_{0}$ as $\delta \rightarrow 0$. Therefore, we obtain the following relation:

$$
\begin{equation*}
D_{H} \leq D_{0} . \tag{2.7}
\end{equation*}
$$

The exponent in Eq. (2.6), $D_{0}$, is called the box-counting dimension and exists for a variety of sets. The box-counting dimension has practical values as it can be computed as the slope of a $\log -\log$ plot of Eq. (2.6). Note that the power law Eq. (2.6) may not exist and the box-counting dimension may be different from the Hausdorff dimension. Therefore, it is important to understand the limitation of the definition and its relation to the Hausdorff dimension. For example, a set of rational numbers has the Hausdorff dimension of zero and the box-counting dimension of one. Furthermore, the exponent $D_{0}$ may not converge to a single value. Yet, the box-counting dimension estimates the Hausdorff dimension very well for many physical sets found in nature.


Figure 2.2: A heuristic illustration of the box-counting method. The shaded "boxes" indicate the elements of a partition that contain the members of a given set represented by dots in the figure. Here, the box-size was set to $\delta$.

### 2.1.4 The Generalized Dimension

Behind the box-counting dimension was the key power law Eq. (2.6). However, this is not the only power law we can find with a given set. For instance, the average "information" required to identify a box containing the member of a given set also assumes the form of a power law as the box size goes to zero. This information is measured using the Shanon entropy. The associated scaling exponent is called the information dimension and is typically denoted by $D_{1}$. Moreover, the correlation dimension $D_{2}$ is often used due to its computational robustness. The correlation integral measures the average probability of a pair of sample points being close together and is the integral form of the correlation function. It turns out that the correlation integral takes the form of a power law as the number of sample points from a given set goes to infinity. Thus the correlation dimension $D_{2}$ can be extracted as the exponent of this power law. These exponents $D_{1}$ or $D_{2}$ are generally different from $D_{0}$ and each of them conveys an important piece of information about the set.

The generalized dimension, also known as Rényi dimension, generalizes these dimensions and extends the traditional notion of dimension even further by generating a spectrum of dimension instead of associating a single value to a given set. Suppose $C=\left\{U_{i}\right\}$ is a cover of a set $A \subset \mathbb{R}^{n}$. Let $n_{i}$ denote the number of points in $U_{i}$ among $n$ randomly
chosen points from $A$. Then $p_{i}$ is associated with $U_{i}$ for each $i$ by $p_{i}=\lim _{n \rightarrow \infty} \frac{n_{i}}{n}$. For any real number $q \neq 1$, the generalized dimension $D_{q}$ for a set $A$ is given by [14]:

$$
\begin{equation*}
D_{q}=-\frac{1}{1-q} \lim _{\epsilon \rightarrow 0} \frac{\ln \sum_{i=1}^{N(\epsilon)} p_{i}^{q}}{\ln \epsilon} \tag{2.8}
\end{equation*}
$$

where $N(\epsilon)$ is the number of sets with diameter $\left|U_{i}\right|=\epsilon$ required to cover the set $A$. For $q=1$, the limiting case where $q \rightarrow 1$ is used. This notation is consistent with the earlier convention for the box-counting dimension and other dimensions. For instance, the boxcounting dimension $D_{0}, D_{1}$ and $D_{2}$ now may be regarded as special cases of the generalized dimension $D_{q}$ for $q=0,1$ and 2 . The spectrum $D_{q}$ is a non-increasing function of $q$ as shown in Fig. 2.3. Specifically, we have the following inequalities:

$$
\begin{equation*}
D_{0} \geq D_{1} \geq D_{2} \tag{2.9}
\end{equation*}
$$

In general, when the spectrum $D_{q}$ is $q$-invariant, a set is called monofractal. On the other hand, when the spectrum $D_{q}$ is a decreasing function of $q$, a set is called multifractal. Specifically, if the spectrum $D_{q}$ is constant for all $q<c$ and $q>c$ for some $c$, the set is called bifractal.


Figure 2.3: The analytical result of the generalized dimension for the MBP.

### 2.1.5 Multifractal

As briefly introduced in the last section, multifractal sets can be associated with different exponents depending on the power laws. A multifractal set arises when a mass distribution $\mu$ of a given set varies over the set and therefore is often studied in relation to dynamical systems. To see how a mass distribution contributes to the generalized dimension, consider a "mesh-like" cover $B$ with each $\left|B_{i}\right|=\delta$. We assume there exists a spectrum function $f(\alpha)$ for each scaling exponent $\alpha$ such that for small $\epsilon, N_{\delta}(\alpha)$, the number of $\delta$-mesh cubes $B_{i}$ with $\delta^{\alpha+\epsilon} \leq \mu\left(B_{i}\right)<\delta^{\alpha}$, is roughly of the order $\delta^{f(\alpha)}$ for small $\delta$. In fractal literature, the scaling exponent $\alpha$ is also called the singularity and the associated function $f(\alpha)$ the singularity spectrum. Accordingly, the singularity function $f(\alpha)$ is given by [14]:

$$
\begin{equation*}
f(\alpha)=\lim _{\epsilon \rightarrow 0} \lim _{\delta \rightarrow 0} \frac{\log \left(N_{\delta}(\alpha+\epsilon)-N_{\delta}(\alpha-\epsilon)\right)}{-\log \delta} . \tag{2.10}
\end{equation*}
$$

While it does not hold true in general, we can interpret the singularity spectrum as the box-counting dimension for a set such that

$$
\begin{equation*}
\left\{x: \lim _{\delta \rightarrow 0} \frac{\log \mu(B(x))}{-\log \delta} \rightarrow \alpha\right\} \tag{2.11}
\end{equation*}
$$

Note that Eq. (2.11) is the version found in most physics literature. This means that a multifractal set has an inhomogeneous mass distribution and a single exponent alone cannot fully characterize the complexity of the set. Heuristically speaking, we assign the singularity spectrum $f(\alpha)$ to a subset of the original set with different density associated with $\alpha$.

It can be shown that the singularity spectrum $f(\alpha)$ is a convex function and is related to $\tau:=(q-1) D_{q}$ by Legendre transformation [14]:

$$
\begin{align*}
\tau(q) & =q \alpha-f(\alpha)  \tag{2.12}\\
q & =\frac{d}{d \alpha} f(\alpha) . \tag{2.13}
\end{align*}
$$

It means that if we know the singularity spectrum $f(\alpha)$, we can deduce the generalized dimension $D_{q}$ or vice versa. The singularity spectrum $f(\alpha)$ for a multifractal set called MBP is shown in Fig. (2.4). The associated generalized dimension $D_{q}$ is shown in Fig. (2.3).


Figure 2.4: The analytical result of the singularity spectrum for the MBP.

### 2.2 The Cantor set

The Cantor set is one of the most iconic fractals and readily generalized to a multifractal set. Accordingly, we use the generalized Cantor set as our seminal test set to which the numerical methods are applied.

### 2.2.1 Definitions

The generalized Cantor set is constructed in the following way: starting with a interval of unit length, remove the middle part of the interval in such a way that the remaining interval on the left has a length of $l_{0}$ and on the right $l_{1}$. Moreover, a weight is assigned to each interval, namely $p_{0}$ or $p_{1}$ with $p_{0}+p_{1}=1$ These weights determine the mass distribution of the set. The same procedure is applied to each of the two remaining intervals which then results in four intervals with lengths, starting from the left, $l_{0}^{2}, l_{0} l_{1}, l_{1} l_{0}, l_{1}^{2}$ and weights $p_{0}^{2}$, $p_{0} p_{1}, p_{1} p_{2}, p_{1}^{2}$. In general, after $m$ such iterations, $2^{m}$ intervals with various factors are generated. A generalized Cantor set is what remains after taking $m \rightarrow \infty$. Particularly, a standard uniform Cantor set is obtained for $l_{0}=l_{1}=\frac{1}{3}, p_{0}=p_{1}=\frac{1}{2}$. Another special case,
referred to as the multiplicative binomial process, or MBP, is defined by $l_{0}=l_{1}=\frac{1}{2}$ with arbitrary weights [15]. Note that, unless $m=\infty$, the set is not a true Cantor set. For finite $m$, the set will be referred to as the finite representation of the Cantor set with hierarchy degree $m$.

### 2.2.2 Examples

Consider the generalized Cantor set with $l=l_{0}=l_{1}$. Now, on the $m^{\text {th }}$ degree of hierarchy, the weight assigned to each interval is given by $p_{k}^{(m)}=p_{0}^{m-k} p_{1}^{k}$. The index $k$ runs from 0 to $m$, depending on the location of the associated interval. Similarly, we can denote the length of each segment on the $m^{\text {th }}$ level by $l^{(m)}=l^{m}$. Then there exists the local dimension $\alpha_{k} \in \mathbb{R}$ such that $p_{k}^{(m)}=\left(l^{m}\right)^{\alpha_{k}}$. By extracting the exponent $\alpha_{k}$ from this relation, we obtain the following relation:

$$
\begin{equation*}
\alpha_{k}=\frac{\left(1-\frac{k}{m}\right) \ln p_{0}+\frac{k}{m} \ln p_{1}}{\ln l} . \tag{2.14}
\end{equation*}
$$

The associated singularity spectrum $f(\alpha)$ is given by:

$$
\begin{equation*}
N_{\alpha}=\left(l^{(m)}\right)^{-f(\alpha)} \tag{2.15}
\end{equation*}
$$

where $N_{\alpha}$ is the number of intervals having the local dimension $\alpha$. Since the number of intervals $N_{\alpha_{k}}$ is simply

$$
\begin{equation*}
N_{\alpha_{k}}=\frac{m!}{k!(m-k)!}, \tag{2.16}
\end{equation*}
$$

using Sterling's approximation, from Eq. (2.15) :

$$
\begin{equation*}
f(\alpha)=\frac{x \ln x+(1-x) \ln (1-x)}{\ln l} \tag{2.17}
\end{equation*}
$$

where $x \equiv \lim _{m \rightarrow \infty} \frac{k}{m}$. After taking the limit for $\alpha_{k}$ in Eq. (2.14), we can obtain the implicit relation for $f(\alpha)$. Fig. 2.4 shows the spectrum for the MBP with $p_{0}=1 / 3, p_{1}=2 / 3, l=1 / 2$. After the Legendre transformation, the generalized dimension $D_{q}$ can also be obtained, and is shown in Fig. 2.3. By employing a similar argument, the spectrum as well as the generalized dimension can be found for a more general case, making the generalized Cantor set the ideal candidate for testing numerical methods.

## Chapter 3

## Numerical Methods

The box-counting method has been the most popular among researchers despite its difficulty to accurately compute the generalized dimension $D_{q}[16]$ in the negative $q$ range [17]. In this chapter, we revisit two known alternative numerical methods for obtaining generalized fractal dimensions and discuss their strengths and difficulties. Unlike the box-counting method [18], and the related correlation method [18], which employ partitions composed of equal-sized cells, the two methods examined in this thesis employ mass-oriented partitions. The nearest neighbor method [19] utilizes partitions composed of equal-mass cells while the $k$-neighbor method [20] uses partitions composed of cells with cumulative mass. These alternative approaches enable one to compute the generalized dimension on the domain where the box-counting method encounters difficulty. The treatment here closely follows our published work [12].

### 3.1 Numerical Methods

We introduce two mass-oriented methods for computing the generalized dimensions and the definition of Dimension Function which provides an alternative multifractal spectrum. The box-counting method is also briefly explained for comparison.

### 3.1.1 Box-counting method

This method is probably the most well-known and is closely related to the original definition of the Rényi Dimensions. The box-counting method is an umbrella term and so there are a few slightly different versions that fall under the name "box-counting methods", using "spheres" instead of "boxes" for example, but the underlying ideas are similar: generally, the number of cells required to cover the points in a given set, $N$, changes as the size of the partitions $\epsilon$ changes. By associating the mass distribution $\mu_{i}$ with each cell, the scaling relation can be procedurally computed from a fractal set as the size of the partitions decreases, namely,

$$
\begin{equation*}
D_{q}=-\frac{1}{1-q} \lim _{\epsilon \rightarrow 0} \frac{\ln \sum_{i=1}^{N(\epsilon)} \mu_{i}^{q}}{\ln \epsilon} . \tag{3.1}
\end{equation*}
$$

Due to the simplicity of the method, it is widely used among researchers. However, it has been pointed out by many that this method and, more generally, methods that involve partitions of the same size such as the correlation method, do not work well for $q<1$

### 3.1.2 The Nearest Neighbor Method

The approach called the "nearest neighbor method" was first introduced by Badii and Politi [19]. This method is essentially based on the assumption that there is an exponent $D$ such that

$$
\begin{equation*}
<\delta>\sim n^{-\frac{1}{D}} \tag{3.2}
\end{equation*}
$$

where $\langle\delta\rangle$ denotes the mean distance from each point to its nearest neighbor among $n$ randomly chosen points from a given test set. Comparing Eq. (3.2), with other scaling laws, the exponent $D$ can be thought of as another definition of dimension. In fact, by naturally extending the premise, the Dimension Function $D(\gamma)$ can be computed by using the moments of order $\gamma$ of the distribution function $P(\delta, n)$ generated by an ensemble of $n$ randomly chosen points:

$$
\begin{equation*}
<\delta^{\gamma}>\equiv M_{\gamma}(n) \equiv \int_{0}^{\infty} \delta^{\gamma} P(\delta, n) d \delta=K n^{-\frac{\gamma}{D(\gamma)}} \tag{3.3}
\end{equation*}
$$

where $K$ is some function of $n$ and $\gamma$ which asymptotically remains bounded as $n$ becomes large. Here, the meaning of $\gamma$ should be clear; for larger values of $\gamma$ the contribution of high-density regions is suppressed since they generate smaller values of $\delta$, the distance to the nearest neighbor, and vice-versa. The proof of a more general relation is provided by van de Water and Schram [20]. Therefore, the nearest-neighbor approach may be regarded as a special case of more general scaling relations which will be discussed in Sec. 3.1.4. From Eq. (3.3), it follows that the Dimension Function $D(\gamma)$ can be obtained by:

$$
\begin{equation*}
D(\gamma)=-\lim _{n \rightarrow \infty} \frac{\gamma \ln n}{\ln M_{\gamma}(n)} \tag{3.4}
\end{equation*}
$$

The function $K$ in Eq. (3.3) generally depends on $n$ and $\gamma$ but $K$ should be, by definition, irrelevant in the limiting case as in Eq. (3.4). In numerical analysis, the value of $K(n, \gamma)$ does affect the numerical result since $n$ is finite. The scaling property of Eq. (3.4) for the uniform Cantor set is shown in Fig. 3.1. The simulated results for $\gamma \ln (n)$ vs. $-\ln \left(M_{\gamma}(n)\right)$ are plotted for a selected set of $\gamma$ as $n$ increases. For the 10 different values of $n$ selected, the scaling property is clearly observed. In Fig. 3.2, the value of $D(\gamma)$ was extracted as the slope of the best-fit line in Fig. 3.1 for each corresponding $\gamma$. The slope values in the positive $\gamma$ range agree well with the analytical result which is $\frac{\log 2}{\log 3}$ for the uniform Cantor Set [12].

### 3.1.3 Dimension Function

The Dimension Function $D(\gamma)$ can be thought of as an alternative generalized dimension and is related to the Rényi Dimension by [19]:

$$
\begin{equation*}
D\left[\gamma=(1-q) D_{q}\right]=D_{q} . \tag{3.5}
\end{equation*}
$$

As the equation suggests, once $D(\gamma)$ is obtained, the generalized dimension $D_{q}$ can be found as the intersection of $D(\gamma)$ and the straight line with slope $(1-q)^{-1}$ which passes through the origin as illustrated in Fig. 3.3. For most cases, the generalized dimension $D_{q}$ is uniquely determined from $D(\gamma)$. Note that a larger $q$ does not correspond to a larger $\gamma$ due to the


Figure 3.1: For the uniform Cantor Set, $\gamma \ln (n)$ vs. $-\ln \left(M_{\gamma}(n)\right)$ is plotted for each $\gamma$ as $n$ is increased. According to Eq. (3.4), the slope converges to $D(\gamma)$. The corresponding result for $D(\gamma)$ is shown in Fig. 3.2
negative sign in the equation. However, the index $\gamma$ still plays a similar role as $q$ in that it discriminates the range of density of a given set that most strongly contributes to $D(\gamma)$.

In simulations, the Dimension Function $D(\gamma)$ is obtained using Eq. (3.4). The formula can, in principle, be applied to sets with any dimension of space a given set is embedded in. In the case of a one-dimensional set, sample points are prepared in a way that $\delta$ is bounded from above by 1 . Therefore, the integral in Eq. (3.3) can be taken from 0 to 1 . Unlike the box-counting method, this algorithm does not make use of partitions of the same size but, rather, of the same "mass" for it can be considered that each element of the partition contains two points, namely a reference point and its nearest neighbor. Badii and Politi used a slightly improved version of the method, namely "near-neighbor" method, which uses partitions containing three or four points to smooth out local statistical anomalies [19]. Broggi used partitions containing up to 300 points for systems of large dimensionality [21]. For all these approaches, the number of sample points in a cell is fixed while the total number of sample points $n$ is increased when extracting the Dimension Function. Therefore,


Figure 3.2: In this graph, the Dimension Function $D(\gamma)$ for the Uniform Cantor set was computed as the slope of the best-fit line to the corresponding data set which is partially plotted in Fig. 3.1. $D(\gamma)$ diverges strongly from the analytical result which is $\log 2 / \log 3$ for negative $\gamma$.
these methods differ from the $k$-neighbor method mainly in that the scaling of cell-size with $n$ is used.

### 3.1.4 The $k$-neighbor Method

Another method, called " $k$-neighbor," is similar to the nearest neighbor method in that its partitions are taken according to the number of points inside. However, instead of fixing the number of points in a cell as in the case of the nearest neighbor method, the $k$-neighbor method incorporates a partition of cumulative points. Therefore, the scaling property is obtained through the global structure of a given set. A similar global approach with sizeoriented partition was introduced by Tél et al. [22] using elements of different size, rather than different mass, and some literature misleadingly refers to it as the "cumulative mass" method [23].

The $k$-neighbor method records the distance $\delta(k, n)$ from a reference point to the $k^{\text {th }}$ neighbor point among $n-1$ randomly chosen points from a given set. van de Water and


Figure 3.3: The solid curve is the simulated result of the Dimension Function for MBP using the nearest neighbor method. Note how $D_{q}$ can be obtained by locating the corresponding intersections. For example, the box-counting dimension $D_{0}$ can be found at the intersection of $D(\gamma)$ and $y=\gamma$.

Schram formulated a technique for evaluating $D(\gamma)$ from the average of $\delta(k, n)^{\gamma}$ by using the local dimension introduced in Sec. 2.1.5 [20]. The average of $\delta(k, n)^{\gamma}$ is defined as follows:

$$
\begin{equation*}
\Delta^{(\gamma)}(k, n)=\frac{1}{n} \sum_{j=1}^{n} \delta_{j}^{\gamma}(k, n) . \tag{3.6}
\end{equation*}
$$

where $\delta_{j}(k, n)$ represents the $k^{\text {th }}$ neighbor distance from the $j^{\text {th }}$ reference point when $n$ points are randomly chosen from a test set. Here, all $n$ sample points are used as reference points. When $n$ is large, it can be shown that [20]

$$
\begin{equation*}
\left\langle\Delta^{\gamma}(k, n)\right\rangle^{1 / \gamma} \cong n^{-1 / D(\gamma)}\left[\alpha D(\gamma) \frac{\Gamma(k+\gamma / D(\gamma))}{\Gamma(k)}\right]^{1 / \gamma} \tag{3.7}
\end{equation*}
$$

where $\alpha$ is some constant independent of $\gamma$. Note that the average of $\delta_{j}^{\gamma}$ from a single set is used in Eq. (3.6) whereas the derivation of Eq. (3.7) is based on the ensemble probability. For large $k$, a simple approximate relation can be obtained [20]:

$$
\begin{equation*}
\left[\Delta^{(\gamma)}(k, n)\right]^{1 / \gamma} \cong n^{-1 / D(\gamma)} k^{1 / D(\gamma)} G(k, \gamma) \tag{3.8}
\end{equation*}
$$



Figure 3.4: $\delta^{\gamma}(k, n)=\left(\Delta^{\gamma}(k, n)\right)^{(1 / \gamma)}$ is plotted versus $k$ in a log-log plot. The fine structure inherited from the non-uniform Cantor set is observed.
where $G(k, \gamma)$ is a correction function close to unity for large $k$. The Dimension Function $D(\gamma)$ can be estimated by setting $G(k, \gamma)=1$ in the first iteration. The dependence of the correction function $G(k, \gamma)$ on $k$ and $\gamma$ can be obtained from Eq. (3.7) with the value of $D(\gamma)$ from the first iteration. The Dimension Function $D(\gamma)$ then will be updated using this $G(k, \gamma)$. After a few iterations, the numerical results for $D(\gamma)$ will converge to a single value for each $\gamma$. The correction function $G(k, \gamma)$ generally exhibits a periodic pattern as a direct consequence of the self-similarity of fractals as seen in Fig. 3.4.

According to Eq. (3.8), the Dimension Function $D(\gamma)$ can, in principle, be obtained from the slope of the best-fit straight line in the log-log plot with either a fixed $n$ or $k$. When $k$ is fixed to 1, the equation reduces to the key relation in Eq. (3.3) for the nearest neighbor method. For the near-neighbor method, $k=3$ or 4 may be used. With the $k$-neighbor method, we used a fixed value of $n$. By fixing $n$ instead of $k$, we can extract a global property of a given set. The use of scaling with $k$ makes the $k$-neighbor method less sensitive to local anomalies which often arise from a finite sampling process. It is worth noting that the Eq. (3.7) contains a gamma function which has singularities for $\gamma<-k D(\gamma)$. In general,
the bigger $k$ we take, the larger is the valid range of the Dimension Function $D(\gamma)$.

### 3.2 Results

Generally, with a small amount of computational time, both of the methods in the fixedmass class give good indications of the Rényi Dimension in the vicinity of the box-counting dimension $(q=0)$ on various generalized Cantor Sets [12]. This is a major advantage over the box-counting method if one seeks to find $D_{0}$, the box-counting dimension itself. Around the box-counting dimension, the nearest neighbor method yields a result closest to the analytical solutions. However, as $q$ moves away from 0 and hence $\gamma$ moves away from $D_{0}$, the $k$-neighbor method often produces more accurate results. Therefore, at this point, no single method seems reliable enough for an extended domain $q$ of the generalized dimension. However, the combination of the aforementioned methods reveals the essential features of a given set such as whether it is a monofractal or multifractal.

For a multifractal set, how the dimension changes over the domain $q$ is a key property. The $k$-neighbor seems to be the best method to start with as it can provide an estimate of the generalized dimension over an extended region, albeit not too accurately especially for $q<1$. To obtain the dimension to a higher accuracy for a particular $q$ or $\gamma$, the box-counting or the nearest neighbor method may be used. For $q>1$, the box-counting method should be employed and for $q<1$, the nearest neighbor, provided that $q$ is not a very large negative number. Therefore, if possible, the results obtained from these methods should be compared and examined to see if they are consistent within the uncertainty of each method [12].

### 3.2.1 The Nearest Neighbor Method

In the nearest neighbor method, the Dimension Function $D(\gamma)$ was extracted from Eq. 3.4, where the right hand side reads $-\frac{\gamma \ln n}{\ln M_{\gamma}(n)}$ before taking the limit [12]. To investigate how it approaches to the limit, $\ln n / \ln M_{1}$ versus $\ln n$ for the uniform Cantor set was plotted in Fig. 3.5. The points in the plot indicate how $-\gamma \ln n / \ln M_{1}$ seemingly approaches the theoretical limit of $\ln 2 / \ln 3=0.63 \ldots$ as $\ln (n)$ increases in the case of uniform Cantor set.

However, it can be seen that the convergence rate is rather slow. Given that the hierarchy degree $m$ is large enough, increasing $n$ can almost always guarantee a higher accuracy around the box-counting dimension. However, since the convergence rate is rather slow, determining the limit is not a trivial task. For $\gamma=1$, the number of sample points $n=2^{9}=512$ was required to obtain the result within $5 \%$ accuracy and $n=2^{17}$ to obtain the result within $3 \%$. For quick simulations, we typically used $n=2^{16}$ and 10 ensembles.


Figure 3.5: This figure shows how increasing $n=2^{r}$ affects the value of $-\gamma \ln n / \ln M_{\gamma}$. The plot was generated for the uniform Cantor set. The analytical value for $D(\gamma)$ for all $\gamma$ is $\log 2 / \log 3=0.630 \ldots$ which corresponds to the horizontal line in the plot.

In general, we employed the linear regression technique and obtained the limit from the slope of the appropriate log-log plot. While the overall qualitative features of the Dimension Function, such as the non-decreasing property, are properly reflected on the domain where $\gamma$ is positive, the deviations and the fluctuations around $\gamma=-1$ seem sudden and uncontrolled. The difficulty of obtaining a sensible result for $\gamma<-1$ seems persistent throughout the set we have tested. In Fig. 3.6, the results for various generalized Cantor Sets are shown [12]; the domain of $\gamma$ on which the simulated $D(\gamma)$ agrees well with the analytical results is between 0 and 2. For a multifractal, as $\gamma$ increases, the numerical results start to diverge from the analytical result as well.

Typical Results of $D(\gamma)$ for various sets





$$
\begin{array}{r}
\text { Analticar } \\
\left.\begin{array}{c}
\text { Nearest Neighbor } \\
\text { k-neighbor }
\end{array}\right) \\
\hline
\end{array}
$$

Figure 3.6: These plots show typical results of $D(\gamma)$ vs. $\gamma$ for the nearest neighbor method and the $k$-neighbor method applied to four different sets. The corresponding analytical results are shown for comparison. "Unit Segment" here means an interval of unit length and can be thought as the $0^{\text {th }}$ finite representation of the Cantor set. For negative $\gamma$, numerical results persistently deviate from the analytical results for the nearest neighbor method. While the $k$-neighbor method works relatively well for all $\gamma$, the outcome may not be as accurate as the nearest neighbor method for small positive $\gamma$.

### 3.2.2 The $k$-neighbor Method

Unlike the nearest neighbor method, where the choice of $n$ is often limited by a finite sample size and the available computation time, the $k$-neighbor method can utilize a larger data set from which the slope is extracted to estimate $D(\gamma)$. In general fine structure occurs in the log-log plots which injects arbitrariness in a slope-fitting process. This point is covered in detail in Sec. 3.3.

For a fixed value of $n, D(\gamma)$ or, to be precise, the corresponding $1 / D(\gamma)$ in Eq. (3.8), is taken as the slope of $\log \delta^{\gamma}(k, n)$ versus $\log k / n$ [12]. As clearly shown in Fig. 3.4, the $\delta^{\gamma}(k, n)$ obtained exhibits a periodic pattern, so all approaches for obtaining the slope seem to inject ambiguity. We have used the standard linear regression technique [24] using sample points equally spaced in the logarithmic scale of $k$ rather than in the linear $k$ scale. Another consideration is that the slope, and therefore the result for $D(\gamma)$, depends on the range over
which the linear regression is applied. It turns out that the best range seems to depend on the value of $\gamma$ as shown in Fig. 3.7. The plot shows how $D(\gamma)$ varies when the upper bound of the slope range increases for the case of the uniform Cantor set with the analytical dimension of $\log 2 / \log 3=0.63 \ldots$ for all $\gamma$ values considered.


Figure 3.7: This plot shows how $D(\gamma)$ differs when a different range is used to extract the slope in the $k$-neighbor method. For the uniform Cantor set, increasing the upper bound of $k$ generally seems to produce better results. However, this is not a general result.

As a result of these findings, we have used two different boundaries for computing the slope, one for positive $\gamma$ and the other for negative $\gamma$, to produce the final results. Since the inaccuracy inherited from these ambiguities cannot be entirely removed by increasing $n$ as in the nearest neighbor method, it is more difficult for the $k$-neighbor method to be adjusted to obtain a better result before knowing the theoretical values. Nevertheless, aside from these ambiguities in the method, the $k$-neighbor works for both positive and negative ranges of $q$, and therefore, is a good candidate as an initial method to investigate a given set. In the simulation, the ordering of the $n-1$ points for each reference point according to their relative position takes most of the computational time. Since the ordering takes more time as the embedding dimension increases, the method is said to be especially suited for one-dimensional sets.


Figure 3.8: These plots show how the results for $D(\gamma)$ change as $m$ varies when the $k$-neighbor method is applied to the $m^{\text {th }}$ finite representation of the uniform standard Cantor set. The theoretical value for $D(\gamma)$ is $\log (2) / \log (3)$ for all $\gamma$. For all iterations the value of $n$ is fixed at 10000. The $k$-neighbor method provides relatively good results even when $m$ is as small as 5 .

Furthermore, in contrast with the nearest neighbor method, the hierarchy degree $m$ can be substantially smaller [12]. The size of the scaling region expectedly diminishes as $m$ decreases. However, the Dimension Function deduced from the best-linear-fit from the appropriate scaling region produces acceptable results. For the uniform Cantor Set, when $m$ is as small as 5 , we obtained $D(\gamma)$ on the order of 0.6 as shown in Fig. 3.8. This shows that to estimate the fractal dimension from the $k$-neighbor method, the finite representation does not necessarily require a large degree of hierarchy. Hence, the $k$-neighbor method is a good candidate for estimating the fractal dimensions when only a limited hierarchy degree is available.

### 3.3 Analysis

### 3.3.1 Range and Stability

In the nearest neighbor method, the probability distribution of $P(\delta, n)$ plays a key role as seen in Eq. (3.3). Hence, it is worthwhile to investigate the nature of probability distributions associated with fractal sets. Starting with the conjecture for the mathematical form for the cumulative distribution function for the uniform Cantor Set,

$$
\begin{equation*}
S(\delta, n)=1-\exp \left[-n(2 \delta)^{D_{0}}\right] . \tag{3.9}
\end{equation*}
$$

Badii and Politi state that the correct form of the probability density distribution of uniform Cantor set for $n \gg 1$ is given by [19]

$$
\begin{equation*}
P(\delta, n)=2 D_{0} n(2 \delta)^{D_{0}-1} \exp \left[-n(2 \delta)^{D_{0}}\right] . \tag{3.10}
\end{equation*}
$$

By substituting Eq. (3.10) into (3.3), a simple computation yields that

$$
\begin{align*}
M_{\gamma}(n) & =\left(\frac{1}{2 n}\right)^{\gamma / D_{0}} \int_{0}^{\infty} x^{\frac{\gamma}{D_{0}}} e^{-x} d x  \tag{3.11}\\
& =\left(\frac{1}{2 n}\right)^{\gamma / D_{0}} \Gamma\left(\gamma / D_{0}+1\right) \tag{3.12}
\end{align*}
$$

where $x=n(2 \delta)^{D_{0}}$. Note that there is a singularity in the gamma function Eq. (3.13) for nonpositive integer $z[25]$,

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t \tag{3.13}
\end{equation*}
$$

Therefore, the function $M_{\gamma}(n)$ involves singularities for $\gamma<-D_{0}$. This means that, for the generalized Cantor set, the nearest neighbor method is ill-suited for obtaining the Correlation Dimension $(q=2)$ or $D_{q}$ for larger $q$. The function $D(\gamma)$ was calculated for each of four different data sets using the nearest neighbor method and is shown in Fig. 3.6. In each plot, the numerical results are compared to the corresponding analytical results. The influence of the singularity is observed for a variety of sets. Note that the $k$-neighbor method does not suffer from this kind of singularity. For the $k$-neighbor method, the corresponding
singularity can be found in Eq. (3.7). However, this time, the singularity can be avoided by taking a sufficiently large $k$. Accordingly, the $k$-neighbor method could generate sensible results in the entire range of $\gamma$ we have investigated.

It is worth noting that the simulated probability distribution functions did not completely converge to the theoretical distribution of Eq. (3.10). The Komologov-Smirnov goodness-of-fit test [26], or simply K-S test, measures the maximum discrepancy between a sample cumulative distribution and a reference theoretical distribution. This test is often performed in order to determine if a sample distribution is drawn from the theoretical distribution. Here, the K-S test was employed to compare the theoretical distribution given by Eq. (3.9) with different values for $D_{0}$ and the distribution obtained in simulations [26]. As seen in Fig. 3.9, as $m$ increases, the simulated distribution for the uniform Cantor set initially approaches the theoretical distribution when $D_{0}=\frac{\ln 2}{\ln 3}$ is inserted in Eq. (3.9). When the number of points $n=2^{r}$ exceeds the number of intervals $2^{m}$, the nearest point for each reference point is likely to fall in the same interval which contains the reference point. This means that the nearest neighbor statistic does not reflect the property of the Cantor set but rather that of a line. Therefore, when $m$ is increased, the result of the K-S goodness-of-fit test constantly decreases as long as $m<r$. One would rationally expect the convergence to improve when $m$ is increased further but this was not observed. The maximum discrepancy reaches a plateau when $m=r$, suggesting that there is a constant disparity between the two distributions which does not diminish even when the finite representation of the Cantor set has a large hierarchy degree [12]. Among the values used, the theoretical distribution with $D=D_{0}=\ln 2 / \ln 3$ showed the best fit for $m>14$. In the following, unless otherwise noted, we used the hierarchy degree of $m=30$ when generating the finite representation of the Cantor set. Using a larger value does not significantly improve the results for the number of sample points we typically used, and would not comply with double precision arithmetic employed in our computations.

The effective domain is also related to the stability of the method. For both methods, as $|\gamma|$ increases, the nearest distance, $\delta$, is either amplified or attenuated. Consequently, the contribution from only a few sample points among $n$ chosen points starts to dominate the integral or sum in the equations. Unlike the nearest neighbor method, the effect of a few sample points is relatively small in the $k$-neighbor method due to the global feature. For the


Figure 3.9: The Kolmogorov-Smirnov goodness-of-fit test was used to compare the simulated probability density distribution and the theoretical distribution proposed by Badii and Politi for the uniform Cantor set with $n=2^{15}$. According to Eq. (3.9), various values between 0 and 1 were substituted for $D_{0}$ for the purpose of this test. Smaller values of the outcome indicate a better fit. The finite representation of the Cantor set with $m=1$ is the unit interval. Therefore, expectedly, the test function with $D=1$ exhibits the best fit among others. As $m$ increases, the K-S statistic decreases for $D=D_{0}=\ln 2 / \ln 3$ and similar values. However, they reach plateaus after $m=15$.
nearest neighbor method, simulations require a large number of ensembles and therefore, an extensive amount of computational time and memory for a relatively large negative $|\gamma|$. How the Dimension Function $D(\gamma)$ varies in each implementation when the nearest neighbor method is applied is shown in Fig. 3.10 [12]. Each iteration is numbered on the horizontal axis. In the positive range of $\gamma$, the values of $D(\gamma)$ fluctuate more when computed under the same number of sample points as $\gamma$ increases.

This difficulty can be partially overcome by employing the "near" neighbor instead of the nearest neighbor as it makes the simulation less dependent on the local property of a single reference point. However, it eventually suffers from the same difficulty as the magnitude of $\gamma$ increases. The results for $D(\gamma)$ are shown in Fig. 3.11 when the near neighbor method is used [12]. The integer $i$ denotes the $i^{\text {th }}$ neighbor points included in the partitions with $i=1$ being the nearest neighbor method. Moreover, as $i$ increases, all the relevant equations need to be modified accordingly but the dependence on $i$ is not obvious. Overall, the $k$-neighbor method has an advantage for large $|\gamma|$.


Figure 3.10: This figure shows how each iteration of the simulation generates a different outcome for $D(\gamma)$. Each iteration is numbered on the horizontal axis. Sample sets were taken from the uniform Cantor set. In the range where Eq. (3.3) does not exhibit singularities, the results fluctuate more as $\gamma$ increases. Larger fluctuation indicates more sensitive dependence on the particular choice of a sample set. The result for $\gamma=-1$ is also included to illustrate the difficulty of the method in the negative range of $\gamma$. The outcome in this range fluctuates even more and the average of the outcome is significantly smaller than the theoretical prediction which is roughly 0.63 .

### 3.3.2 The Limitation of Numerical Methods

As shown in Figs. 3.12 and 3.4, plots of the probability distribution $P(\delta, n)$ of $\delta$ for the nearest neighbor method or the $k^{\text {th }}$ neighbor distance $\delta^{\gamma}(k, n)$ typically exhibit self-similar fine structure which arises from the original fractal geometry [12]. However, unless a construction recipe is known in advance, as in the case of the generalized Cantor set, the exact nature of the fine structure is difficult to obtain. Moreover, to find its exact nature is essentially redundant for it would be another fractal set which is as complex as the original fractal set. Hence, numerical methods are typically developed based on an assumption that these fine structures will not affect their output in any substantial way. Nevertheless, we should not simply ignore the effect of the fine structure as a set would not be a fractal without them. In the equations such as Eq. (3.3) and Eq. (3.8), the fine structures are absorbed by


Figure 3.11: These plots show how using near neighbor instead of the nearest neighbor affects the result. The integer $i$ denotes the $i^{\text {th }}$ neighbor. While increasing $i$ generally makes $D(\gamma)$ smoother, one cannot expect that the results improve when $i$ is increased.
the constant or correction term. In general, these correction terms depend on the hierarchy degree used in creating a test set as well as other parameters of these methods. However, it is difficult to estimate the error attributed to the correction term, and therefore this raises a question concerning the reliability of the method.

In principle, the largest possible $m$ should be used to reflect the infinite hierarchical self-similarity. For the nearest neighbor method, the number of reference points, $n$, needs to be smaller than $2^{m}$. Therefore, to increase $n$ to obtain more accurate results, one needs to increase $m$ as well. However, unlike the case of sample points where increasing $n$ generally guarantees a more accurate result, increasing $m$ does not necessarily do so. As we can see in Fig. 3.8, once $m$ reaches a certain threshold, increasing $m$ will not produce a better result [12].


Figure 3.12: These plots show how the hierarchy degree $m$ affects the probability distribution of the nearest neighbor method. The sample sets were taken from the uniform Cantor set. While the cumulative distribution is somewhat more stable, as $m$ increases, the fine structure of the probability distribution of $\delta$ emerges, exhibiting self-similar patterns. A limited horizontal range from 0 to $3^{-15}$ is plotted.

### 3.4 Summary

In contrast with the box-counting method, or similar methods which utilize partitions into cells of equal size, the nearest neighbor method, which employs partitions of equal mass, as well as the $k$-neighbor method, which employs partitions of distributed mass, are good candidates for estimating the generalized fractal dimension for negative $q$. The $k$-neighbor method works for the complete range of $q$ and no serious deviations were found [12]. By choosing an appropriate scaling region, we found that it is possible to estimate the generalized dimensions even with a small hierarchy degree [12]. However, the method involves linear regression and the results depend on how the best-fit line is obtained. Therefore, the $k$-neighbor method is a good option for a starting point and to investigate the general outlook of $D_{q}$.

If the sample size is large, the nearest neighbor method can be the best method for small negative $q[12]$. Although the result is sensitive to the local anomalies, one can choose the size of $n$ according to one's required precision to extract the dimension. However, in contrast with the $k$-neighbor method, the hierarchy degree, $m$, also needs to be sufficiently large in order to obtain a desirable probability distribution. Therefore, if the sample size of a finite representation is small, the nearest neighbor method is not a practical choice. For positive $q$, the methods with partitions of equal size may be used.

In general, a few different methods should be applied before one determines if the results from different methods are consistent. The $k$-neighbor method should provide the overall features of $D_{q}$. Given that the subjective choice of the best-fit line affects the result, it is important to determine the window of ambiguity. If the sample size is adequate, apply the nearest-neighbor method for negative $q$ and box-counting or similar method for positive $q$. The results from these two different methods should lie within the window of ambiguity. Given the strengths and the limitations of these methods, it would be interesting to apply them to a set with unknown fractal dimensions.

In any simulation of the kind worked out in this thesis, the finite sample correction needs to be taken care of. Although a number of correction terms have been proposed over the years $[20,27]$, many of them add extra complications to the simulation without achieving a dramatic increase in accuracy $[20,21,28]$. In the process of exploring the form of the nearest neighbor distribution of the generalized Cantor set, some interesting properties have been obtained; the order of taking $m$ and $n$ to infinity may not commute as usually assumed. Since a numerical sample only possesses a finite hierarchy, a new algorithm which does not assume an infinite hierarchy may be useful. In future work it will be shown that a new analysis of generalized dimension may be based on some quantities that are independent of the hierarchy.

## Chapter 4

## Cosmology

### 4.1 Introduction

In 1929, Edward Hubble discovered that the distant galaxies are receding from the earth approximately with a velocity $v$ proportional to their distance [29]. If $D$ is the proper distance to a galaxy, the Hubble's law may be stated as

$$
\begin{equation*}
v:=\frac{d D}{d t}=H_{0} D \tag{4.1}
\end{equation*}
$$

where $H_{0}$ is the factor of proportionality called the Hubble constant and is responsible for the current expansion rate of the universe. This discovery led to wide acceptance of the expanding universe and replaced the idea of the stable universe. According to the standard theory of cosmology, the universe was hot and dense in its early phase [30]. As the temperature of the universe decreases, electronoically neutral atoms are formed, allowing photons to travel freely in space. The cosmic background radiation or CMB is believed to be leftover from this primordial universe. Current observation suggests that the CMB is nearly homogeneous and isotropic with deviations roughly 1 part in $10^{5}$, confirming that the universe was homogeneous and isotropic in its early stage [31]. However, what we observe today in the universe appears to have large structures [32]. This observational trend indicates that as we probe further into space, we discover even larger structures.

Only recently, a large number particle simulations have become available to researchers [33] and therefore, structural formation in the universe is a highly researched area. The simulations show that a small fluctuation in the primordial universe can act as a seed and form a dense region in the matter-dominated epoch in a bottom-up manner [32]. This hierarchal structure formation spurs fractal analysis. As discussed in the previous section, fractal analysis requires a large number of test particles. In particular, we apply fractal analysis to a one-dimensional universe model. By confining the simulation to a single dimension, it is possible to significantly increase the number of particles per dimension to be computed. Our one-dimensional universe model simulation shows that the primordial universe with slight initial perturbations eventually creates large hierarchical structures as time progresses. In this section, we explain the formalism and assumptions we used to model our one-dimensional universe.

### 4.2 Friedmann Equation

The Friedmann Equation governs the expansion of the universe given the number densities of each species of substances. It can be derived from Einstein's field equation under some assumptions including the cosmological principle [34]. The equation reads

$$
\begin{equation*}
\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}}=\frac{8 \pi G \rho}{3} \tag{4.2}
\end{equation*}
$$

where $a$ is the scale factor, $k$ the intrinsic curvature parameter, $G$ the universal gravitational constant, $\rho$ the energy density. Roughly, the scale factor $a$ represents the "size" of the universe. By eliminating the curvature parameter $k$, and assuming that the all energy is in one of the three forms, non-relativistic matter $(M)$, radiation $(R)$ and vacuum energy $(\Lambda)$, we can rewrite Eq. (4.2) as [34]:

$$
\begin{equation*}
\left(\frac{\dot{a}}{a}\right)^{2}=H_{0}^{2}\left(\Omega_{M} \hat{a}^{-3}+\Omega_{R} \hat{a}^{-4}+\Omega_{\Lambda}+\left(1-\Omega_{T}\right) \hat{a}^{-2}\right) \tag{4.3}
\end{equation*}
$$

where the density parameter $\Omega_{i}$ is determined by the ratio of the current value of the density to the critical density $\rho_{c}$ ratio for each species $i$. Due to their properties, they
have characteristic dependencies on the scale factor. The parameter $\Omega_{T}$ in the last term is the current total mean density normalized to the critical density. Using the universal gravitational constant $G$ as well as the Hubble's constant $H_{0}$, the critical density $\rho_{c}$ is defined as [34]:

$$
\begin{equation*}
\rho_{c}:=\frac{3 H_{0}^{2}}{8 \pi G} . \tag{4.4}
\end{equation*}
$$

In the absence of the cosmological constant, the critical density represents a density threshold that determines the fate of the universe. The Friedman universe with a supercritical density will eventually start contracting and end with a "big crunch." On the other hand, a subcritical density means an ever expanding universe. In Eq. (4.3), the scale factor $\hat{a}$ is normalized to unity at the epoch of interest.

### 4.3 The Timeline of the Universe

Roughly, the timeline of the universe can be categorized by each epoch, radiation epoch; matter epoch: vacuum epoch; and curvature epoch. From the Friedmann equation, we can deduce the associated range of scale factor where each term dominates over other terms [35]. After the Big Bang, the universe first entered a radiation epoch, followed by a matter epoch. The future of the universe then depends on $\Omega_{\Lambda}$ as well as $\Omega_{T}$. During the matter epoch, a small fluctuation in density can be the seed for a gravitationally bound structure. By neglecting the other terms, the dependence on $t$ of the scale factor can be simply deduced. Therefore, from Eq. (4.3), the following relation holds [34]:

$$
\begin{equation*}
a(t) \propto t^{2 / 3} \tag{4.5}
\end{equation*}
$$

According to current theory, small fluctuations in density from the primordial universe act as the seed and eventually became what we observe today [32]. Our one-dimensional universe simulates this scenario to a certain degree.

### 4.4 Cosmological Principle

The cosmological Principle is that the universe is homogeneous and isotropic. The Friedmann equation is a solution to the Einstein Field equation using the Robertson metric which is based on the cosmological principle [35]. While the origin of this assumption is somewhat philosophical, various observations support this idea at least for large scale. However, as mentioned before, a small fluctuation that originated in the primordial universe grows in the matter dominated universe. The gravitationally bound structures are considered a local inhomogeneity. Some suggest that the universe may be fractal at all scales [36], indicating that the universe is scale-free at all scales. While a true mathematical fractal has an infinite nesting structure, and thus, is inhomegenous at all levels, most fractal-like structures found in nature have the lower and upper bound of the degree of hierarchy, outside of which may not be fractal-like. In fact, the standard $\Lambda$ CDM theory suggests that the universe is homogenous at large scale. Isotropy may be violated in small scale as well. Dark matter is discussed in Sec. 4.5.

### 4.5 Dark Matter

Dark matter is a hypothesized particle which only weakly interacts with other particles via gravity. The existence of dark matter is deduced by its supposed gravitational effects on luminous matter which emits and absorbs light and therefore is visible to us [37]. More recently, the bullet cluster was found and is considered by some as a direct piece of evidence of dark matter [38]. The standard interpretation of the bullet cluster is that two clusters are undergoing a collision. The results with X-ray analysis and gravitational lensing show that the dark matter halo of each cluster is almost intact during the collision, passing through each other, while luminous matter are affected by the collision, losing energy. This observation further suggests that dark matter only interacts weakly.

The standard model of cosmology currently estimates that roughly $80 \%$ of matter in the universe is, in fact, dark matter [39]. Since what constitutes dark matter is yet to
be identified, this statement is still highly contentious. The estimate of the dark matter to luminous matter ratio is also constantly being updated by adjusting possible bias [40].

### 4.6 Scale-Invariant Universe

In a critical universe, a small over-dense region grows. To understand the evolution of matter distribution, consider the energy density $\rho(\mathbf{r})$ in a volume $V$ of mean density $\langle\rho\rangle$. The density perturbation field $\delta(\mathbf{r})$ is then defined by [35]:

$$
\begin{equation*}
\delta(\mathbf{r}) \equiv \frac{\rho(\mathbf{r})-\langle\rho\rangle}{\langle\rho\rangle} . \tag{4.6}
\end{equation*}
$$

By expanding the perturbation field in a Fourier series, we have

$$
\begin{equation*}
\left.\delta(\mathbf{r}, t)=V^{-1 / 2} \sum_{\mathbf{k}} \delta_{\mathbf{k}}(t) \exp (i \mathbf{k} \cdot \mathbf{r})\right) \tag{4.7}
\end{equation*}
$$

where the sum is taken over all waves with $\langle\exp (i \mathbf{k} \cdot \mathbf{r})=0$. Note that the wave vector $\mathbf{k}$ is comoving in the expanding universe. The use of the density perturbation spectrum $\delta_{\mathbf{k}}$ allows us to separate large-scale effects, corresponding to small $k$, from small-scale effects, corresponding to large $k$. In an isotropic universe, the density perturbation spectrum must not have a preferred direction, giving a important scalar quantity called the power spectrum $P(k)$ [35]:

$$
\begin{equation*}
\left.\left.\left.P(k) \equiv\langle | \delta_{k}\right|^{2}(k)\right\rangle=\left.\langle | \delta_{\mathbf{k}}\right|^{2}(\mathbf{k})\right\rangle . \tag{4.8}
\end{equation*}
$$

Perhaps, a more illuminating quantity might be the dimensionless function $\Delta(k)$ which is related to the power spectrum $P(k)$ in three dimensions by [35]:

$$
\begin{equation*}
\Delta^{2}(k) \equiv \frac{k^{3} P(k)}{2 \pi^{2}} \tag{4.9}
\end{equation*}
$$

In addition to the isotropy of the spectrum, if we assume that the spectrum does not possess a preferred length scale, the functional form of the power spectrum $P(k)$ is limited to a featureless power law [35]:

$$
\begin{equation*}
P(k) \propto k^{n} \tag{4.10}
\end{equation*}
$$

with some index $n$. The conservation of momentum and asymptotic homogeneity require the index $n$ to be [35]

$$
\begin{equation*}
-3<n<4 \tag{4.11}
\end{equation*}
$$

Within the constrain Eq. (4.11), the value of $n=1$ corresponds to the most important spectrum known as Harrison-Zel'dovich spectrum. To see the implication of this spectrum, in analogy to the energy contrast, expand the potential in a Fourier series [35]:

$$
\begin{equation*}
\Phi(\mathbf{r}, t)=V^{-1 / 2} \sum_{\mathbf{k}} \Phi_{\mathbf{k}} \exp (i \mathbf{k} \cdot \mathbf{r}) . \tag{4.12}
\end{equation*}
$$

The perturbation in potential $\delta \Phi$ is related to the density perturbation spectrum $\delta_{\mathbf{k}}$ via the Poisson equation,

$$
\begin{equation*}
\nabla^{2} \delta \Phi=4 \pi G \rho_{0} \delta \tag{4.13}
\end{equation*}
$$

Therefore, from Eqs. (4.8) and (4.13), we obtain:

$$
\begin{equation*}
\left\langle\Phi^{2}\right\rangle=\frac{1}{2 \pi^{2}} \int k^{2} d k\left\langle\Phi_{\mathbf{k}}\right\rangle=\int_{0}^{\infty} k^{2} d k \frac{P(k)}{k^{4}} \tag{4.14}
\end{equation*}
$$

It follows that the dimensionless quantity $\Delta_{\Phi}^{2}$ defined below is related to the power spectrum by

$$
\begin{equation*}
\Delta_{\Phi}^{2}(k, t) \equiv \frac{\left.\left.k^{3}\langle | \Phi_{\mathbf{k}}\right|^{2}\right\rangle}{2 \pi^{2}} \propto \frac{P(k)}{k} . \tag{4.15}
\end{equation*}
$$

Consequently, if $P(k) \propto k$, the potential is scale-invariant. This suggests that the corresponding metric is fractal as the potential perturbation dictates the flatness of spacetime.

If we assume that the CMB anisotropies caused by gravitational waves are negligible, the large-scale CMB anisotropies can be attributed to the inhomogeneity at the surface of the last scatterings of photons. The gravitational redshifts as a result of these scatterings are known as the Sachs-Wolfe effect. From the Wilkinson Microwave Anisotropy Probe (WMAP) via the Sachs-Wolfe effect, the potential fluctuation $\Delta_{\Phi}$ in the cold-dark-matteronly universe is found to be [39]

$$
\begin{equation*}
\Delta_{\Phi}(k, t)=(2.97 \pm 0.06) \times 10^{-5} \tag{4.16}
\end{equation*}
$$

We introduce the spectral index $n_{s}$ to account for the deviation of the index from the value
in Eq. (4.16), which indicates the tilt from the scale-invariance spectra. With correction functions $T(k, t)$ and $G\left(\Omega_{M}, \Omega_{\Lambda}, t\right)$ to the cold-dark-matter-only universe, the potential fluctuation may be written as [34]

$$
\begin{equation*}
\Delta_{\Phi}(k, t)=(2.97 \pm 0.06) \times 10^{-5}\left(\frac{c k}{H_{0}}\right)^{\left(n_{s}-1\right) / 2} T(k, t) G\left(\Omega_{M}, \Omega_{\Lambda}, t\right) \tag{4.17}
\end{equation*}
$$

The correction factors $T(k, t)$ and $G\left(\Omega_{M}, \Omega_{\Lambda}, t\right)$ are called the transfer function and the growth factor respectively. The transfer function $T$ takes care of the suppressed amplitudes for large $k$ during the radiation epoch. The growth factor is required when the density fluctuation stops growing when $\Omega_{M}$ is small. The value of $n_{s}$ is estimated to be [39]

$$
\begin{equation*}
n_{s}=0.960 \pm 0.013 . \tag{4.18}
\end{equation*}
$$

The fact that the spectra index is close to unity means that the the primordial potential fluctuation is close to the scale-invariant Harrison-Zel'dovich spectrum. This is consistent with the inflation theory which predicts the primordial spectrum to be scale-free [41].

## Chapter 5

## Simulation

### 5.1 One-Dimensional Universe

In the past few decades, much numerical work simulating structure formation has been performed, most of which employs three-dimensional models. Though they have succeeded in reproducing the general features of the observed universe, these three-dimensional simulations are typically required to make a series of approximations which are not suitable for a fractal analysis. Here, we list several advantages of adopting a one-dimensional model instead.

First, most of the three-dimensional simulations employ Newtonian mechanics, thereby neglecting relativistic effects. By confining the particles in one dimension, we are no longer required to deal with the curvature of spacetime. Second, as we discuss later, the one-dimensional model allows us to construct a periodic boundary condition, which cannot be done in the same way using the Ewald summation with a three-dimensional model. Moreover, with three-dimensional models, due to the limitations of computational power, the number of particles per dimension is not good enough for fractal analysis. The most current work was carried out with a trillion particles, giving 10000 particles per dimension [42]. In this thesis, we used 10000 particles in our simulation, but one-dimensional models have a potential for computing larger number of particles. As mentioned in Chapter 3, fractal analysis typically requires a large number of particles, especially if we are required to analyze
the difference between each cluster in the system. Finally, in our one-dimensional model, the collision time between two particles can be solved analytically, making the algorithm event-driven. On the other hand, three-dimensional models typically resort to numerical solutions with a chosen time steps. Therefore, to obtain the results within a reasonable time, they often make approximations by inserting a cut-off in the potential and neglecting fine structures. These approximations may introduce unknown effects into the simulations. In addition, for fractal analysis, it is important to maintain the fine structures as they may play a crucial role in a fractal.

### 5.1.1 Formalism

In this simulation, we have adopted Newtonian mechanics with comoving coordinates. In the expanding universe, not only is the choice of the comoving coordinate theoretically the most natural choice, but also is computationally advantageous as we can work on the bounded region. While the same set of equations can be derived from the Friedmann equation, it may be worth including the Newtonian derivation here. In the expanding universe, the co-moving coordinate $\chi$ is often used in order to differentiate the motion of objets in the universe such as galaxy from the expansion and the peculiar motion. Introduce a scale factor $a(t)$ such that $r=a(t) \chi$. Then we have:

$$
\begin{equation*}
\frac{d r}{d t}=\chi \frac{d a}{d t}+a(t) \frac{d \chi}{d t} \tag{5.1}
\end{equation*}
$$

while the field equation gives

$$
\begin{equation*}
\frac{d^{2} r}{d t^{2}}=E(r, t) \tag{5.2}
\end{equation*}
$$

Therefore we have:

$$
\begin{align*}
\frac{d}{d t}\left(\chi \frac{d a}{d t}+a(t) \frac{d \chi}{d t}\right) & =E(r, t)  \tag{5.3}\\
2 \frac{d \chi}{d t} \frac{d a}{d t}+\chi \frac{d^{2} a}{d t^{2}}+a \frac{d^{2} \chi}{d t^{2}} & =E(r, t) . \tag{5.4}
\end{align*}
$$

Since the gravitational field is a function of $1 / r^{2}$, we obtain:

$$
\begin{equation*}
E(r, t)=\left(1 / a^{2}\right) E(\chi, t) . \tag{5.5}
\end{equation*}
$$

Since we want to use an autonomous equation, for the matter dominated universe, we use the following scale factor:

$$
\begin{equation*}
a(t)=\left(\frac{t}{t_{0}}\right)^{2 / 3} \tag{5.6}
\end{equation*}
$$

for some initial time $t_{0}$ which may be set to the beginning of the matter-dominated universe. That is, we have:

$$
\begin{equation*}
\frac{d a}{d t}=\frac{2}{3}\left(\frac{t}{t_{0}}\right)^{-1 / 3}, \quad \frac{d^{2} a}{d t^{2}}=-\frac{2}{9}\left(\frac{t}{t_{0}}\right)^{-3 / 4} . \tag{5.7}
\end{equation*}
$$

If we introduce a transformation $B(t)$ such that $d t=B(t) d \tau$ with a new time variable $\tau$, then Eq. (5.4) becomes:

$$
\begin{equation*}
\frac{d^{2} \chi}{d t^{2}}+\frac{2}{a} \frac{d \chi}{d t} \frac{d a}{d t}+\frac{1}{a} \chi \frac{d^{2} a}{d t^{2}}=\frac{1}{a^{3}} E(\chi, t) . \tag{5.8}
\end{equation*}
$$

To make the coefficient independent of time, introduce a transformation $\xi$ such that

$$
\begin{equation*}
t=\xi(\tau), d t=\xi^{\prime}(\tau) d \tau \tag{5.9}
\end{equation*}
$$

Here, the variable $\tau$ is an alternative time scale. Now, if we set

$$
\begin{equation*}
\frac{d t}{d \tau}=\frac{d \xi}{d \tau}=\xi^{\prime}=\frac{t}{t_{0}}, \tag{5.10}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\frac{d^{2} \chi}{d \tau^{2}}+\frac{1}{3 t_{0}} \frac{d \chi}{d \tau}-\frac{2}{9 t_{0}^{2}} \chi=E(\chi, \tau) \tag{5.11}
\end{equation*}
$$

Furthermore, let the unit of time be

$$
\begin{equation*}
1=T_{j} \equiv \omega_{j}^{-1}=(4 \pi G \rho)^{-1 / 2}=\frac{3}{\sqrt{2}} t_{0} \tag{5.12}
\end{equation*}
$$

where $\omega_{j}$ is the Jean's frequency. Note that Eq. (5.12) is a direct consequence of the matterdominated Friedmann universe. Substituting this into Eq. (5.11), we obtain:

$$
\begin{equation*}
\frac{d^{2} \chi}{d \tau^{2}}+\frac{1}{\sqrt{2}} \frac{d \chi}{d \tau}-\chi=E(\chi, \tau) \tag{5.13}
\end{equation*}
$$

This will be called the RF model after Rouet and Felix [43, 44].

### 5.1.2 Ewald Summation

To simplify the system, we embedded two-dimensional sheets with a mass density $\rho$ that are aligned perpendicularly to the configuration space. Since they generate a constant field, we represent a sheet by a particle and focus on the position-independent potential along the onedimensional space. However, with a periodic boundary $[-L, L)$, we also need to consider the potential from the replicas of each mass in the original range and therefore, it will diverge. To deal with this situation, we can use a technique called Ewald summation. We can show that the potential which contributes to the motion of the sheet is the remaining potential after the background potential is subtracted [45]. The background potential defined as the average potential over the periodic boundary.

Using the Ewald Sum, we can show that in the system with the number of parallel sheets $2 N$ and the total length of the periodic system $2 L$, the total field at a given position is given by

$$
\begin{equation*}
E(x)=4 \pi m G\left[\frac{N}{L}\left(x-x_{c}\right)+\frac{1}{2}\left(N_{R}(x)-N_{L}(x)\right)\right] \tag{5.14}
\end{equation*}
$$

where $x_{c}$ is the center of mass of the system and $N_{R(L)}$ is the number of particles to the right (left) of that position on the segment $[-L, L)$.

### 5.2 Algorithm

In our system, each particle has the same mass. The initial positions are chosen using the random number generator by sampling the theoretical distribution. Since this is a onedimensional system, for a given particle, an "encounter" can occur only with neighboring
particles. Accordingly, we compute the encounter time for a given particle with neighboring particles. Solving for encounter times amounts to solving cubic equations. Therefore, the encounter time can be made precise almost up to the long double precision. We then single out the particle with the earliest encounter time. In our system, an encounter between two particles is simulated by passing of two particles. An encounter or "collision" involving two luminous particles results in the loss of energy after passing. In other case, the velocities of two particles are chosen in a way that the momentum as well as energy of the two particles are conserved.

To determine the energy loss between colliding luminous particles, we implement the restitution coefficient. If the difference in the velocities of the two passing particles is relatively large, the energy loss is also large, while the difference is relatively small, the energy loss is also small. This is qualitatively consistent with the standard theory [46]. At the encounter with the earliest encounter time, the new velocities are assigned to each particle. Since the ordering of the particles is swapped, new encounter times need to be computed for the encountered particles as well as the two neighboring particles. Since our system is periodic, the leftmost particle in a given interval may interact with the rightmost particle. In other words, the leftmost (rightmost) particle may exit the interval from the left (right) and re-enters from the right (left).

### 5.3 Numerical Challenges

In this one-dimensional model, the ordering of the particles is crucial. Therefore, numerical challenges arise when the distances between particles within a cluster become so small that the ordering is not properly preserved. This issue accelerates even more when luminous matter is introduced into the system as it tends to lose energy relatively faster. A closely related numerical challenge includes an encounter involving more than two particles. The current program can handle an encounter between two particles only. When particles are located close together, encounters involving multiple particles take place more often. After two particles collide, new velocities and positions are assigned to them. Analytically, this process should not destroy the ordering of the particles in the system as the positions of two
particles immediately before and after the encounter are identical. In the numerical simulation, however, they may not be exactly the same, opening up the possibility of mishandling the ordering. For instance, when a third particle collides almost at the same time, the new position assignment to the two particles may alter the relative position between the two collided particle and the third particle. Consequently, this third particle becomes a "ghost" particle and eventually escapes from the system. Inevitably, the program crashes when too many multi-particle-encounters take place.

Furthermore, depending on the scheme in which luminous matter loses its energy in interaction with itself, an inelastic collapse may occur. While inelastic collapse can be avoided by implementing a velocity dependent restitution coefficient, the average number of encounter per unit time exponentially increases. This makes it difficult to follow the evolution of the system after some $t$, within a reasonable amount of CPU time. In general, the computation takes exponentially longer as the system evolves as shown in Fig. 5.1.


Figure 5.1: The number of encounters at a given time for a particular instance of the simulation with $N=1000$ is shown in a log-log plot.

One way to deal with these difficulties is to treat a very dense cluster as one particle with multiple mass. This will significantly reduce the computational time and multiple collisions are less likely to happen. By adopting this method, we lose some pieces
of information within the very dense clusters, and therefore, the super-fine structure of the fractal distribution. However, unlike the numerical approximations often employed in the three-dimensional simulations, it will not generally affect the rest of the system. Moreover, since we can simulate longer time periods of the evolution, we can allow the rest of the system to fully grow and obtain better statistics of dense regions of the simulated set overall.

### 5.4 Initial Parameters

As explained in Chapter 4, in the primordial universe, it is believed that there were small fluctuations in energy density $\rho$. The variance of primordial density contrast $\delta$ is typically quantified by a power spectrum $P(k) \equiv<\left|\delta_{k}\right|^{2}>$. The one-dimensional analogue of Eq. (4.14) is given by

$$
\begin{equation*}
\left\langle\Phi^{2}\right\rangle=\int d k\left\langle\Phi_{\mathbf{k}}\right\rangle=\int_{0}^{\infty} d k \frac{P(k)}{k^{4}} . \tag{5.15}
\end{equation*}
$$

In this case, the dimensionless quantity $\Delta_{\Phi}^{2}$ is related to the power spectrum by

$$
\begin{equation*}
\left.\left.\Delta_{\phi}^{2}(k, t) \equiv k\langle | \Phi_{\mathbf{k}}\right|^{2}\right\rangle \propto \frac{P(k)}{k^{3}} . \tag{5.16}
\end{equation*}
$$

Therefore, in a one-dimensional universe, the power spectrum

$$
\begin{equation*}
P(k) \propto k^{n} \tag{5.17}
\end{equation*}
$$

with $\mathrm{n}=3$ corresponding to the scale invariance spectrum. In this work, the simulation was run with the fixed value of $n=3$. We randomly assign the initial positions of the mass sheets according to the initial distribution function

$$
\begin{equation*}
x_{j}-x_{j 0}=C \sum_{k>0} k^{n / 2-1}\left[\sin \left(k x_{j 0}+\theta_{k}\right)-\sin \theta\right] \tag{5.18}
\end{equation*}
$$

for $k=\nu \pi / N$ with $\nu=1, \ldots, N$.

### 5.5 Equation

The equation of motion for the $j^{\text {th }}$ particle is given by solving the following.

$$
\begin{equation*}
\frac{d \chi_{j}}{d \tau} \equiv v_{j} ; \frac{d v_{j}}{d \tau}+\frac{1}{\sqrt{2}} v_{j}=E(\chi, \tau) \tag{5.19}
\end{equation*}
$$

The phase space of a typical early state of the system is plotted in Fig. 5.2. The blue dots represent dark matter sheets at the position and red dots luminous matter sheets. In this plot, the number of total particles was chosen to be $N=10000$. At a later time $T=20$, as seen in the Fig. 5.3, the dots start to coalesce together in the phase diagram, with somewhat vertically elongated distributions. This means that there are some variations in velocities within the clusters.


Figure 5.2: The distribution of matter particles at an early stage ( $T=0.5$ ) is plotted in phase space. The blue dots represent dark matter, red dots luminous matter.

In Fig. 5.4, a zoom of the shaded area indicated in Fig. 5.3 is shown. Here, we see that, each cluster typically contains both dark matter and luminous matter. Surprisingly, some of the clusters appear to consist entirely of luminous matter. This suggest that the


Figure 5.3: The distribution of matter particles at a later time $(T=20)$ is plotted in phase space. The blue dots represent dark matter, red dots luminous matter.
resolution of the plot may be beyond what the simulation can handle at this time. Fig. 5.5 shows the further zoom of the shaded are indicated in Fig. 5.4. Along with Fig. 5.6, we see that each cluster has rich fine structures within it. While we cannot tell if the distribution is fractal or not by examining these phase space plots alone, magnified plots reveal the hierarchical structure being formed.

Due to the loss of energy, luminous matter tends to coalesce together faster, resulting in its high concentration at the center of clusters. This can be clearly seen in the corresponding density distribution in Fig. 5.7. As $T$ progress, we observe a few clusters in the system. As shown in in Fig. 5.6, the clusters start coming together, with a few stray clusters still present. Although it is not clear from this plot alone, each cluster appears to form a fractal set. The probability distribution of each matter species shows that luminous matter occupies the core of clusters while dark matter is more spread out around the core. The early distribution is almost homogenous as shown in Fig. 5.8. At $T=15$, the distribution becomes less homogenous as seen in Fig. 5.9. At $T=20$, several clusters are formed. As seen in Fig. 5.7, luminous matter has relatively a large peak at the core of the
clusters. By comparing it to the total distribution, at the core of the clusters, luminous matter dominates although there are more dark matter than luminous matter.


Figure 5.4: A zoom of the shaded area in Fig. 5.3 is shown. We observe a pattern similar to Fig. 5.3, suggesting that the set is a fractal.

### 5.6 Preliminary Results

In this section, we present preliminary results of fractal analysis. We applied the fractal analysis methods mentioned earlier to the result of the simulation.

The typical result from the $k$-neighbor method for $T=20$ shows that the distribution of matter is highly fractal and is multifractal as seen in Fig. 5.10. Even though the result is not always quantitatively identical due to the difficulty of choosing an objective correct scaling range, the general trend is clear: for small $T$, the fractal analysis shows that the set resembles that of a line segment, meaning that the fractal dimension is one and uniform. As $T$ progresses, multifractality evolves. Generally, at one point, all the lines with different $\gamma$ start to converge and the dimension associated with this large $k$ range is close to 1 . This suggests the bottom-up evolution of the structure and that at large scale, the universe is homogeneous. This homogenous point increases in $k$ as the system evolves.


Figure 5.5: A zoom of the shaded area in Fig. 5.4 is shown. We see two clusters consisting only of dark matter and of luminous matter.


Figure 5.6: A zoom of the shaded area in Fig. 5.4.

## Probability Distirbution ( $\mathrm{N}=10000$ )



Figure 5.7: The probability distribution of both matter as well as each species at $T=20$.

Probability Distirbution ( $\mathrm{N}=10000$ )


Figure 5.8: The probability distribution of both matter as well as each species at $T=10$.

Probability Distirbution ( $\mathrm{N}=10000$ )


Figure 5.9: The probability distribution of both matter as well as each species at $T=15$.

While the location of this homogenous point is rather clear from the graphs, the choice of a lower boundary for the scaling range is somewhat subjective. As in the case of the Cantor set, the scaling plots exhibit oscillatory patterns which are the hallmark of fractal sets.

In Fig. 5.11, we plotted the scaling of $\delta^{\gamma}(k, n)$ in a log-log plot. Here, we can observe several possible scaling regions. We can see that around at $k=10$, the lines with different values of $\gamma$ merge. For $k>10$, the Dimension Function $D(\gamma)$ is almost uniform and has the value close to unity, suggesting that the distribution becomes homogenous for $k>10$. This value of $k=10$ appears to be independent of the number of particles in the system. With fewer particles, the point of merger is consistent at a given time. As $T$ grows, the point above which the distribution is homogenous increases. When the system reaches roughly $T=20$, the Dimension Function $D(\gamma)$ significantly drops in the negative $\gamma$ region, as shown in Fig. 5.12.

The difficulty with extracting the fractal dimension with the $k$ neighbor method is evident. It is not clear where the scaling regions are. In general, we can roughly divide the graph into three regions. Since the scaling range for positive values of $\gamma$ seems to cover the whole range, the three divisions are made according to the behaviors of $\delta(\gamma)$ with


Figure 5.10: The Dimension Function $D(\gamma)$ was computed from the $k$-range between 50 and 1000. The corresponding scaling plot is shown in Fig. 5.12.


Figure 5.11: The scaling of the $k^{\text {th }}$ neighbor distribution with both kinds of matter at $T=10$.


Figure 5.12: The scaling of the $k^{\text {th }}$ neighbor distribution with both kinds of matter at $T=20$.
negative values of $\gamma$. In this particular case with $N=10000, T=20$, the first region ends at about $k=40$. The spectrum of dimension was extracted from the second region. It starts approximately from $k=40$ and ends at $k=600$. For $k>600$, all the lines appear to converge in the log-log plot.

While the $k^{\text {th }}$ neighbor distribution is shown in Fig. 5.12 when we do not discriminate the two species of matter, a closer look reveals that the two kinds of matter have distinctive distributions. The dark matter appears to exhibit a typical multifractal spectrum as shown in Fig. 5.13. On the other hand, luminous matter shows quite different behaviors between positive and negative values of $\gamma$. While the Dimension Function is almost constant in each range, there is a sharp contrast between the two ranges. This is characteristic of a bifractal. The observed step in the plot at about $k=50$ represents the average number of luminous matter in a cluster. For $\gamma<-5$ as plotted in Fig. 5.12, the large step should not be some numerical artifacts as $k=50$ is large enough to avoid the singularities from the gamma function in Eq. (3.7). the However, due to the smaller steps around $k=50$, it is difficult to say if the large step at $k=50$ is part of the structure within a fractal or the boundary of the scaling region.


Figure 5.13: The scaling of the $k^{\text {th }}$ neighbor distribution with dark matter at $T=20$ 。


Figure 5.14: The scaling of the $k^{\text {th }}$ neighbor distribution with luminous matter at $T=19$.

### 5.7 Conclusion

While our one-dimensional model does not make quantitative predictions at this point, it gives qualitative insights regarding the evolution of structure formation in the actual universe. We have found that our one-dimensional model is qualitatively consistent with the standard scenario of structure formation: at early times, the mass distribution was taken to be homogenous across the space, following the theoretical distribution of the primordial universe. We observed that the matter-particles form clusters with large voids between them as the time increases, both in the configuration space and in the $\mu$ space. The probability distribution plots at a later time $T$ show that, at the core of the clusters, we have a concentration of luminous matter. On the other hand, dark matter is more evenly spread out around the cluster cores. While bigger clusters contain both dark matter and luminous matter, beyond a certain resolution, we have also found smaller clusters which are entirely consisting of luminous matter or dark matter. This suggests that the algorithm is no longer a good indicator of what is actually happening in the universe beyond this resolution.

To investigate the fractal nature of the clusters, we have applied mass-oriented methods to the matter-particles in our model. Especially, the $k$-neighbor method, the global method employing a partition of equal mass, proves to be useful in investigating the evolution of the large-scale structure formation. Our results show that the beyond certain $k$ at each $T$, the matter distribution scales homogeneously, with the associated dimension of 1 . We found that this lower bound of homogeneity increases, meaning that the scale beyond which the universe is homogenous expands over time. This observation confirms the bottom-up structure formation and the cosmological principle simultaneously.

Below the point of homogeneity, we have a large enough scaling to extract the associated multifractal dimensions. This means that the simulated set of matter-particles is creating hierarchical patterns which are difficult to replicate in three-dimensional models. The generalized dimensions from these scaling ranges show that the simulated set is highly multifractal with the box-counting dimension $D_{0}=0.7$ well below the embedded dimension. The spectra of the generalized dimensions are distinctively different for two species of matter. As luminous matter tends to lose its energy faster once it is trapped in a cluster, luminous
mater subsequently creates more lacunarity in the set. Consequently, the mass distribution of luminous matter resembles that of a bifractal. On the other hand, the mass distribution of dark matter has a typical multifractal spectrum.

### 5.8 Further Research

There are several paths we want to pursue using this one-dimensional model. First, we would like to investigate how structure formation changes as the initial parameters are varied. The key parameters include the initial primordial fluctuation distribution, the rate of energy loss and the dark matter to luminous matter ratio. Some argue that the CMB cold spot may be explained by non-Gaussian primordial fluctuations [47]. Therefore, it would be interesting to see how the initial distribution affects the evolution of matter. The dark to luminous matter ratio is also a subject of debate. Since the dark matter is not directly observable, the estimate of the dark matter density may be biased.

Second, comparing the fractal dimension between different clusters, and at different degrees of hierarchy, should provide some insights into the bottom-up structure formation. How to define a cluster in a fractal geometry is also the subject of our future research. It should also be beneficial to compute the fractal dimension in phase space as well since two independent clusters crossing each other cannot be distinguished in configuration space alone.

Finally, we would like to investigate the reliability of this one-dimensional model. We can invert the transformation from the comoving frame back to the original space-time variables and see if the model is consistent with some of the theoretical predictions of present day cosmology.

## Appendix A

## Mathematics

This appendix contains minimal explanations for the mathematical concepts introduced in Chapter 2. For more detail, see any standard analysis textbook [48]. Here we mainly follow the formulations given in Fractal Geometry: Mathematical Foundations and Applications by Kenneth Falconer [14].

## A. 1 Measure

In mathematics, the concept of measures is introduced to assign a "size" to a given set. The idea of measures may be implicitly used when we speak of the length, area or volume of a set. For this reason, the definition of measures is constructed in a way that extends our conventional notion of size. Precisely, a measure $\mu$ on $\mathbb{R}^{n}$ is a function which assigns a non-negative number to subsets $A$ and $B$ of $\mathbb{R}^{n}$ such that the following properties hold:
i $\mu(\varnothing)=0$
ii $\mu(A) \leq \mu(B) \quad$ if $A \subset B$
iii If $A_{1}, A_{2}, \ldots$ is a countable sequence of sets, then

$$
\begin{equation*}
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right) \leq \sum_{i=1}^{\infty} \mu\left(A_{i}\right) \tag{A.1}
\end{equation*}
$$

The first condition guarantees that the measure of an empty space is zero. The second condition means that a measure is monotonic. It roughly says that the larger the set, the the larger the measure. The third condition can be simplified if the equality holds. The equality in Eq. (A.1) holds for a sequence of disjoint Borel sets $\left\{A_{i}\right\}$. It then states that a measure is countably additive.

A Borel set is formed through the operations of the countable union, countable intersection and taking complements of open sets or closed sets. It is important to notice that the definition of measures does not eliminate the existence of non-measurable sets. Borel sets are important since any measure defined on an open set, or closed set, must also be defined on all Borel sets.

## A.1.1 Lebesgue Measure

The Lebesgue measure is the most commonly used measure. Unless otherwise explicitly stated, the Lebesgue measure is often assumed in literature when discussing the "size" of a given set. First, the Lebesgue outer measure is defined for a set $F \subset \mathbb{R}$ as:

$$
\begin{equation*}
\mu^{*}=\inf \left\{\sum_{i=1}^{\infty} \ell\left(I_{i}\right):\left\{I_{i}\right\} \text { a sequence of intervals with } F \subseteq \bigcup_{i=1}^{\infty} I_{i}\right\} \tag{A.2}
\end{equation*}
$$

where the length $\ell(I)$ of a bounded interval $I$ whose endpoints $a$ and $b$ with $a<b$ is given by $\ell(I)=b-a$. Then the set $F$ has the Lebesgue measure $\mu(F)=\mu^{*}(F)$ if $\forall$ set $A \subset \mathbb{R}$, it satisfies the following:

$$
\begin{equation*}
\mu^{*}(A)=\mu^{*}(A \cup F)+\mu^{*}\left(A \cap F^{c}\right) \tag{A.3}
\end{equation*}
$$

For example, the set of rational numbers in a interval has Lebesgue measure zero as it is countable. The Cantor set also has Lebesgue measure zero.

Here, we follow the standard notation for infima. The infimum of a set $S$ is the greatest lower bound of set $S$. Formally, the infimum $\inf (S)$ of a subset $S$ of a partially ordered set $P$ is a unique element $l \in P$ such that the following properties hold true:
i $l \leq x \forall x \in S$
ii $\forall y \in P$, if $y \leq x \forall x \in S$, then $y \leq l$.

Note that $l=\inf (S)$ may not be in the subset $S$. The completeness of real number guarantees the existence of such element for a subset bounded from below. The supremum of a set $S$ or the least upper bound of a set $S$ can be defined in a similar manner and is denoted by $\sup (S)$.

## A. 2 Cover

A cover plays a crucial role in fractal analysis. Oftentimes, it is the way a cover is constructed that leads to different definitions of fractal dimensions and associated methods for obtaining them. A countable collection $C$ of sets $\left\{U_{i}\right\}$ is called a cover of set $F$ if

$$
\begin{equation*}
F \subseteq \bigcup_{i=1}^{\infty} U_{i} \tag{A.4}
\end{equation*}
$$

In this thesis, we introduced a specific cover called $\delta$-cover. A cover $C$ is a $\delta$-cover of $F$ if it satisfies

$$
\begin{equation*}
0<\left|U_{i}\right| \leq \delta \tag{A.5}
\end{equation*}
$$

for each $i$. Note that here we adopted the notation $|U|$ for the diameter of a set $U$, which is given by

$$
\begin{equation*}
|U|=\sup \{|x-y|: x, y \in U\} \tag{A.6}
\end{equation*}
$$

We frequently say that $C$ covers $F$ when $C$ is a cover of a set $F$.
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While the universe we observe today exhibits local filament-like structures, with stellar clusters and large voids between them, the primordial universe is believed to have been nearly homogeneous with slight variations in matter density. To understand how the observed hierarchical structure was formed, researchers have developed a one-dimensional analogue of the universe that can simulate the evolution of a large number of matter particles. Investigations to date demonstrate that this model reveals structure formation that shares essential features with the three-dimensional observations. In the present work, we have expanded on this concept to include two species of matter, specifically dark matter and luminous matter. In our simulation, luminous matter is treated in a way that loses energy in interaction. The results of the simulations clearly show the formation of a Cantor set like multifractal pattern over time. In contrast with most earlier studies, mass-oriented methods for computing multifractal dimensions were applied to analyze the bottom-up structure formation.

