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Chapter 1

Introduction

Production of nano-structured materials is currently an active area of research. It has been

shown that some mechanical properties, such as hardness and toughness, increase with decreas-

ing grain size in some materials[1]. One possible explanation is that the increased surface area

of the smaller grains provides greater resistance to strain and to fracture. Breaking nanosize

particles requires a lot of energy due to the formation of the surface. Although stacking faults

are common in nanostructures, high energy defects are not[2]. This results in greater resistance

to fracture because a crack would have to meander around nanograins instead of cleaving along

a defect. In addition, nanostructured materials often have improved thermal, electrical, and op-

tical properties. It has been demonstrated that the size of nanomaterials and the structure of the

outer layers determine their mechanical, electrical, and optical properties.[1] Manufacturing

processes must produce nanosize materials of uniform dimensions and of strictly controlled

surfaces to find practical applications. All the observed differences in properties are related

to the nanostructure itself, and thus precise control of the structure in terms of size, surface,

shape, and defects remains the goal of much of the current research. Ultimately though, the

structure of materials on the nanoscale is poorly understood.

As the study of nanomaterials continues, more methods of production are discovered and

refined, and the list of observed properties of these new materials that are unique to the nanos-
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tructured domain continues to grow. In fact, however, there is a lack of understanding of the

mechanisms by which these interesting structures form and why they demonstrate such unique

and often improved physical and mechanical properties. Composites containing nanomaterials

are often stronger, harder, more electrically conductive, more thermally conductive, more of or

better than whatever property their larger-structured material equivalents possess. The key to

understanding the difference must lie in understanding the formation of the nanostructure since

the structure produces the difference in properties.

Semiconductor materials are of special interest due to their electronic and optical prop-

erties, and ceramics are of special interest due to their physical and mechanical properties.

Silicon carbide fits into both categories, being a wide band-gap semiconductor and a ceramic

with hardness nearly equal to that of diamond. The research presented here describes discov-

eries that are important contributions to understanding not only the structure of silicon carbide

nanotubes and nanowires, but the reaction mechanism involved in producing them.

Finding the reaction mechanism involves watching progression of the reaction in time

and characterizing the evolution of morphology and structure. In order to study and deter-

mine the nanostructure of produced SiC, it is necessary to produce reasonably large quantities

of high purity silicon carbide nanowires. A mixture of the same reactants used in the first

method of production here was used in a previous kinetics study under high-temperature high-

pressure conditions.[3] In those experiments, it was determined by SEM (Scanning Electron

Microscopy) and HRTEM (High Resolution Transmission Electron Microscopy) that the prod-

uct formed was silicon carbide in the form of nanowires mixed with nanograins and other

nanostructures. It was not possible to separate the nanowires for exclusive study.

In this study, silicon carbide nanowires were produced reliably by two different methods:

heating a mixture in an induction furnace for short times at different temperatures; and sintering

separated precursors in a tube furnace for longer times at one temperature, while varying the

precursors. In both cases, the product was then heated in air to oxidize and thus remove excess

carbon while forming silica (silicon dioxide) from excess silicon. It was demonstrated that
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samples containing silica could be washed in a potassium hydroxide solution in order to remove

the silica if necessary. These post-treatment methods were done in order to be certain that high

purity silicon carbide could be acquired by removing any excess reactants.

The second method of production proved to be an excellent manufacturing process by

which large quantities of pure SiC nanowires could be produced. The method is simple and

easily reproduced as well as being relatively inexpensive.

This report is divided into six chapters. This chapter provides an introduction to the re-

search, including motivation, and an overview of the topics discussed. Chapter 2 includes a

description of the methods of sample preparation, the initial reactants used, and the experi-

mental methods used to produce and characterize nanostructured SiC. In Chapter 3, theoretical

reaction kinetics is described in more detail, followed by the results of this kinetics study of

nanostructured SiC and discussion of the reaction mechanism inferred from the results. Chap-

ter 4 describes the morphology of the products and methods used in characterization of the

product followed by Chapter 5, which details the micro- and nano- structure results of the

study, including methods used to determine structure. Conclusions are discussed in Chapter

6, and the experimental results are connected to theoretically predicted structures and growth

mechanisms. Lastly, the future work suggested by these results is described.
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Chapter 2

Experimental Methods

2.1 Sample Preparation

2.1.1 Nanosize Reactants

It is well-known that particle size not only affects reaction rates, but also physical and

mechanical properties of a substance. Decreasing the particle size of a reactant, increases

its surface area, which may increase the reaction rate and create a product with small grain

size. This is the basis for nanocomposite technology, which seeks to develop high-performance

materials for engineering applications.[1]

Carbon nanotubes were first observed experimentally by Iijima[4] using transmission elec-

tron microscopy (TEM). Nanotubes represent one-dimensional systems in which the four va-

lence electrons of carbon exhibit a modified sp2 hybridization of atomic orbitals. This is rather

unusual because although in carbon, three hybridizations are possible, other Group IV elements

such as silicon and germanium exhibit primarily sp3 hybridization. In two dimensions, sp2

hybridization of carbon forms graphite, and in three-dimensions, sp3 hybridization forms the

tetrahedral structure of diamond. For the zero-dimensional phase of carbon known as fullerene,

a closed polyhedra of 60 carbon atoms resembling a soccer ball is formed. The endcaps of nan-

otubes are hemispheres of a fullerene.[5]
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Although multi-wall nanotubes (MWNT) were the first to be observed[4], direct measure-

ment on individual shells is difficult. Thus most of the experimentally measured properties of

nanotubes are done on single-wall nanotubes (SWNT). A single-wall nanotube is a cylindrical

graphene sheet with diameter 1 to 10 nm. The graphene sheet is composed of six-membered

carbon rings in a honeycomb lattice.

A MWNT consists of multiple concentric cylindrical shells with a common axis. The outer

shells contribute to the strength of the nanotube, making MWNTs ideal for adding strength

and fracture toughness. One promising use of carbon nanotubes is reinforcement in ceramic

and metal-matrix composites. The increased strength offered by the addition of nanotubes may

represent increased fracture toughness.[1] Reactions involving MWNTs are the focus of this

study. It is clear, however, that these results would be enhanced by a detailed study using

SWNTs. Although one sample was produced using SWNT for comparison, a detailed study

will be left for future study.

2.1.2 Induction Furnace Samples

The first reliable method of producing SiC nanowires used in this study is a modification of

the work done by Wang.[3] An induction furnace was used to heat a mixture of silicon nanopow-

der and carbon multiwalled nanotubes (MWNTs). Reactants used in the mixture were silicon

nanopowder, APS (average particle size) 30 nm, and carbon multiwalled nanotubes, outer di-

ameters 60-100 nm and length 5-15 µm, both purchased from Nanostructured and Amorphous

Materials, Inc. The nanoparticles were mixed in a 3:1 Si:C molar ratio by dispersion in ace-

tone and high energy sonication with an ultrasonic processor (Sonic & Materials, Inc.) at 60

W. After mixing, excess liquid was evaporated from the mixture.

This is the same method of mixing used in previous studies of these reactants under high-

pressure high-temperature conditions.[3] In those experiments, a conventional furnace was used

for heating, which heated the samples slowly, and the error in reaction time measurements

was on the order of hours. Induction heating reduced the error in reaction time to seconds,
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providing data to determine reaction rates and find the activation energy of this reaction much

more accurately.

Prior to heating using the induction furnace, many experiments were done to find the pre-

ferred set-up and the most appropriate crucible size and material. Some of that initial work

is presented in Chapter 3. For the final induction experiments, samples of the SiC mixture

were measured and poured into a tantalum crucible and compressed with constant force. The

crucible was placed on a ceramic stage inside a quartz tube. Air in the tube was evacuated to

10−3 mbar and the sample was heated by induction.

Figure 2.1: Alternating current in the coil creates an alternating magnetic field, which induces
an opposing current in the conductive metal placed inside the coil. As the current
switches direction, energy is lost to heating the metal inside according to Joule’s
law.

Heating of the mixture was done in an induction furnace using the Inductoheat Statipower

BSP12 power supply with a custom-made coil in vacuum. The Statipower BSP12 operates at

maximum power 25 kW and frequency 30 kHz. Frequency is maintained at 30 kHz and current
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to the coil is adjusted to control temperature of the sample inside. High frequency alternating

current through the coil creates a changing magnetic field, which induces eddy currents in the

tantalum crucible. Figure 2.1 shows the glowing crucible inside the coil in the experimental

set-up. The quartz tube was held inside the cylindrical coil such that the sample was near the

center of the induced field. Most of the energy is lost to the tantalum by Joule heating which in

turn heats the sample inside the crucible. Temperature was measured by a thermocouple placed

inside the crucible and inserted into the sample mixture.

Each induction furnace sample was examined by x-ray diffraction (XRD), which was used

to determine concentration of produced SiC. The SiC mass concentration was determined from

comparison of x-ray peak intensity. Peaks [111] of SiC and [111] of Si were used for the induc-

tion furnace samples. The relationship of peak intensity to mass concentration was determined

experimentally. Although there was unreacted carbon in some samples, which was removed

by burning in air at temperature 700◦C, one can expect that SiC will not be burned, and excess

Si will be oxidized. The presence of carbon nanotubes in the samples does not influence the

relative intensity of peaks used for the calculation of SiC concentration, which was confirmed

by XRD measurements done before and after burning.

One of the major advantages to induction heating over other methods of heating is the abil-

ity to reach a constant temperature in a known amount of time repeatedly. Since induction

heating is established as a stable process, measurements of equilibrium temperatures reached

at different input power should produce a reliable means of finding temperature. Rapid and

stable heating makes induction heating far superior to slower methods as a means of measur-

ing reaction rate. However, this method was still unable to produce pure nanowires, and as

described below, the removal of excess silicon is difficult, tedious, and not reliable.

2.1.3 Tube Furnace Samples

In describing the results, the SiC nanotubes and nanowires produced by this method will be

referred to as the tube furnace samples. For most of these vapor phase experiments, SiC was
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obtained from silicon powder, particle size less than 44 µm, purchased from Sigma-Aldrich,

and MWNTs obtained from two different sources. Tube furnace samples A were made using

the same MWNTs used in making the induction furnace samples, tangled MWNTs purchased

from Nanostructured and Amorphous Materials, Inc. Nano-Labs supplied aligned MWNTs

of diameter 30 nm ± 15 nm and length 1 - 5 µm (tube furnace samples B). Both suppliers

used the same preparation technique - chemical vapor deposition. In addition, one sample was

produced from SWNT and one from carbon nanograss.

Carbon nanograss (CNG) is another nanostructure where individual sticks of carbon are

grown in alignment perpendicular to a substrate such that their morphology resembles a field

of freshly cut grass. The sticks or blades of grass have diameters in the nanometer range and

lengths that may grow to more than 100 nm.[6, 7] Researchers have focused on controlling

the orientation of carbon nanotubes in order to align them, especially for electronic applica-

tions, with some success.[8, 9, 10] Silicon carbide nanograss would be useful in a wide range of

semiconductor technologies, as well as applications for hard ceramic nanocomposites, provid-

ing motivation for the use of CNG as a precursor in these experiments. Although SiC nanograss

did not form under these conditions, further enhancements to the method and a more detailed

study of nanograss formation would certainly be worthwhile.

In this set of experiments, all samples but one were sintered in a conventional tube furnace

with the reactants initially separated. One sample was sintered in a large conventional furnace

as discussed below. To keep the solid reactants separated, initially one small quartz tube was

split into two boats, one containing carbon and one containing silicon powder, as shown in

Figure 2.2.

It was found after a few experiments using two boats that static electricity in these very

light particles caused the MWNTs to escape the open boat easily, thus losing mass and allowing

mixing of the precursors before beginning the experiments. The procedure was then modified

so that the MWNTs were placed in a small quartz tube open only at one end (the boat) and the

silicon powder was left loose in a larger quartz tube into which the boat containing MWNTs

8



Figure 2.2: Initial configuration for tube furnace experiments using two quartz boats to keep
reactants separated.

was placed. By this method, it was much easier to control the amount of starting material and

to control separation of precursors. Air was evacuated from the outer quartz tube, pressure

10−3 mbar, and the tube was sealed.

The sealed ampoule was then heated uniformly in a tube furnace to sintering temperature

of 1200◦C to allow the silicon to sublime and disperse throughout the ampoule. The temper-

ature was held constant at 1200◦C for all samples, and the reaction was continued for varying

reaction times in order to study the progression of the reaction in time. In addition, samples

were sintered using different forms of carbon as a precursor in order to examine structure and

morphology differences in the produced silicon carbide.

Sample names, sintering times, starting material, and posttreatment burning temperatures

are shown in Table 2.1. The sample names are first either TF, for those samples sintered in the

tube furnace or CF, for the one sample that was sintered in the conventional furnace. Next, the

sample is given a name representing the precursor carbon that was used where A refers to the

tangled MWNTs, B refers to the aligned MWNTs, SWNT refers to the sample produced from

singlewalled nanotubes, and CNG refers to the sample produced from carbon nanograss. The

number following the letters represents the number of hours that the sample was sintered. The

molar ratio of silicon to carbon was 2:1 and the precursor silicon powder was micron sized

with the exception of Sample CFA64, which is described next.
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Sample Name Precursor C Reaction Time (h) Burning Temp(◦C)

TFA1 MWNTA 1 1050

TFA2 MWNTA 2 1050

TFA3 MWNTA 3 1050

TFA4 MWNTA 4 700

TFA6 MWNTA 6 700

TFA8 MWNTA 8 700

TFB20 MWNTB 20 700

TFB26 MWNTB 26 700

TFSWNT26 SWNT 26 700

TFCNG26 CNG 26 700

CFA64 MWNTA 64 700

Table 2.1: All samples sintered in the tube furnace with the precursor carbon used, reaction
time, and post-treatment burning temperature. Precursor MWNT A are tangled
nanotubes, MWNT B are aligned nanotubes, SWNT are single walled nanotubes,
and CNG is carbon nanograss.

Sample CFA64 was an early attempt at making nanowires by this method. Starting ma-

terials were silicon nanopowder and carbon MWNTs A. The mass of each reactant was not

measured, but was estimated to be 12 times more silicon than carbon by volume, approxi-

mating a 3:1 molar ratio of Si:C. The ampoule containing sample CFA64 was sintered in a

conventional furnace for 64 hours. Sample TFB20 is the only sample that was preheated in the

conventional oven at 1000◦C for 20 hours. Visually, there was no evidence of any reaction, and

further analysis has produced no evidence that this preheating had any effect on the produced

SiC nanowires. The sample was then heated in the tube furnace to 1200◦C, in the same way

as the other tube furnace samples, for approximately 20 hours. The molar ratio was 2:1 Si:C,

with measured amounts 0.5000 g Si and 0.1069 g MWNT B. Sample TFB26 was prepared at

the same time as TFB20 with the same molar ratio and same mass measurements using the

same precursors (MWNT B), without preheating in the conventional furnace. It was heated in

the tube furnace to 1200◦C and held for 26 hours. Comparison of the structures produced in

TFB20, TFB26, and CFA64 is discussed in Chapter 5.
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For the tube furnace samples, the reaction occurred at the surface of the carbon and thus the

boat containing produced SiC also contained unreacted carbon, but unreacted silicon remained

separate, thus eliminating the need to remove excess silicon from the product. The presence

of β -SiC and excess MWNT was confirmed by XRD measurements. To remove traces of un-

reacted carbon nanotubes, the SiC specimens were heated in air for 2 hours in order to obtain

pure SiC for the study of morphology (see Chapter 4) and structure (see Chapter 5). Carbon

reacted with oxygen and after heating no carbon structures were detected in x-ray diffrac-

tograms. By this method, SiC nanotubes and nanowires were produced without nanograins as

were produced from the induction furnace samples described above.

X-ray diffraction confirmed that carbon also vaporized and some SiC was present in the re-

maining Si. In addition, XRD confirmed that all samples in Table 2.1 produced SiC, including

those using SWNT and carbon nanograss precursors, and experiments at lower temperatures

showed that SiC was produced by this method at temperatures as low as 850◦C. Further de-

tailed study of those results are left for future experiments, and would most certainly contribute

important additional information to the current literature.

Separate experiments were carried out to determine the optimum temperature for heating

to oxidize and remove unreacted carbon. It is is desirable that post-treatment burning be done

at lower temperature and for a shorter time in order to reduce or eliminate any effects that the

burning might impose on the SiC product formed. This would reduce the chance of incurring

unwanted contamination or further unwanted reactions in the samples. Initially, MWNTs were

burned in air at lower temperatures for set burning time of 2 hours. The temperature was then

increased incrementally, and the mass measured to determine the percentage of carbon lost at

each temperature. The results of these experiments are shown in Table 2.2. From that study, it

was determined that 700◦C was the lowest temperature required to efficiently eliminate excess

carbon by oxidation in 2 hours.

After determining that minimum temperature 700◦C would reduce the amount of carbon

by 45%, some of the samples were burned at higher temperatures. A time analysis of burning
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t (min) T (◦C) Mass (g) Mass Lost (g) Percentage (%)

0 40 4.6316 0.0000 0.00

120 300 4.5643 0.0673 1.45

120 400 4.5202 0.1114 2.41

120 500 4.1611 0.4705 10.2

120 600 3.6122 1.0194 22.0

120 700 2.5423 2.0893 45.1

120 1050 0.0000 2.5423 100.0

Table 2.2: Carbon MWNTs were burned for 2 hours at 5 different temperatures to determine
the minimum temperature for post-treatment burning. At 1050◦C, all the carbon
was eliminated in 2 hours.
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at 1050◦C was also done and verified that a minimum of 2 hours was required at the higher

temperature to ensure elimination of all excess carbon. A comparison was made between

samples burned at 700◦C and 1050◦C, and no differences in product formed or excess carbon

removed were found. All post-treatment burning was done in air for 2 hours as shown in

Table 2.2. Figure 2.3 demonstrates the comparison, and it can be seen that there are no obvious

differences in morphology caused by burning at different temperatures. Raman spectrographs

and x-ray diffractograms also confirm this conclusion and will be discussed later. Because

burning at 1050◦C was was more invasive and more likely to produce undesirable effects on

the structure, most samples were burned at 700◦C. Those samples were then tested by x-ray

diffraction to confirm that no carbon peaks were detected, ensuring that this temperature was

sufficient for the purpose at hand.

2.1.4 High Purity SiC Nanowires

For an in-depth study of SiC nanowires, it was necessary to first determine that it was pos-

sible to obtain high purity SiC nanowires reliably. The mixture of nanostructures obtained in

high-temperature high-pressure experiments using the same precursors as the induction furnace

samples[3] provided motivation for modifying the manufacturing process. The method for pro-

ducing high purity silicon carbide nanowires from the induction furnace samples involved first

producing silicon carbide with excess reactants and then removing the excess. This procedure

was tested and the results are shown in Figure 2.4. (a) is the x-ray diffraction spectra for a 1:3

Si:C molar ratio mixture of the precursors used in the induction furnace samples dispersed in

acetone by high energy sonication using an ultrasonic processor and then evaporated.

The mixture was sintered for 2 minutes in a nitrogen atmosphere using the induction fur-

nace operating at input power 6.65 kW. Temperature was not measured directly, but the input

power setting indicates that the temperature just reached 1200◦C in the 2 minute sintering time.

Silicon carbide was produced as shown in Figure 2.4(b). Some of both reactants remained,

which allowed testing the method of removing excess reactants.
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(a)

(b)

Figure 2.3: High resolution SEM images of samples (a) TFA3, burned at 1050◦C and (b)
TFA4, burned at 700◦C, show no difference in morphology resulted from post-
treatment burning at different temperatures
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Carbon was removed by burning in an oven at 700◦C for 2 hours. In Figure 2.4(c) es-

sentially no carbon remains, indicating that burning was successful. Post-treatment heating

in air was successful in oxidizing silicon, so the sample was washed with a 30% solution of

potassium hydroxide (KOH) to eliminate most, if not all, excess silica.

Washing was done over several days of agitating, allowing the solid to settle completely,

removing liquid from the top, adding distilled water, and repeating. The success of the method

is shown in Figure 2.4(d). Although this last figure appears to have more "noise," this is only

because the peak of SiC is small compared to excess carbon and silicon in previous spectra. It

was shown that this method can be used to remove excess reactants with confidence.

In addition to the success of this method to remove excess of both reactants, the vapor-

phase experiments done using the tube furnace samples required only the removal of excess

carbon, which was easily done by burning in air. Any unreacted silicon in the tube furnace

remained separated from the boat containing the produced SiC and any excess carbon. The

high-purity SiC nanowires obtained from the tube furnace samples allowed the further study

of morphology and growth without the work involved in removing excess silicon.

15



0 20 40 60 80 100 120 140
0

50

100

150

200

250

300

350

  Si
(533)

  Si
(620)

  Si
(531)

  Si
(440)

  Si
(511)

  Si
(422)

  Si
(331)

  Si
(400)

  Si
(311)

  Si
(220)

  Si
(111)

 CNT

C
ou

nt
s

2 Theta

MIXTURE

0 20 40 60 80 100 120 140
0

50

100

150

200

250

300

350

 SiC
(311)

 SiC
(220)

 SiC
(111)

  Si
(533)

  Si
(620)

  Si
(531)

  Si
(440)

  Si
(511)

  Si
(422)

  Si
(331)

  Si
(400)

  Si
(311)

  Si
(220)

  Si
(111)

 CNT

2 Theta

SINTERED

(a) (b)

0 20 40 60 80 100 120 140
0

100

200

300

400

500

 SiC
(311)

 SiC
(220)

 SiC
(111)

  Si
(533)

  Si
(620)

  Si
(531)

  Si
(440)

  Si
(511)

  Si
(422)

  Si
(331)

  Si
(400)

  Si
(311)

  Si
(220)

  Si
(111)

C
ou

nt
s

2 Theta

BURNED

0 20 40 60 80 100 120 140
0

50

100

150

200

250

300

350

 SiC
(311)

 SiC
(220)

 SiC
(111)

C
ou

nt
s

2 Theta

WASHED

(c) (d)

Figure 2.4: (a) Mixture of silicon nanopowder and MWNTs (3:1 molar ratio Si:C). Peak at
2θ = 26.28 is carbon MWNT and peak at 2θ = 28.44 is the [111] plane of silicon,
(b) After sintering for 2 minutes in induction furnace. MWNT peak and [111] Si
peak are both reduced; peak at 2θ = 35.74 is the [111] plane of silicon carbide,
(c) After heating at 700◦C for 2 hours. Peak at 2θ = 26.28 is gone, indicating that
excess carbon was removed by burning, (d) Produced SiC after removing excess
reactants. MWNT peak at 2θ = 26.28 and Si [111] peak at 2θ = 28.44 are gone.
SiC [111] peak at 2θ = 35.74 is now dominant peak.
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2.2 Experimental Methods of Characterization

2.2.1 X-ray Powder Diffraction

When x-rays were discovered in 1895, physicians and scientists began using them almost

immediately as a diagnostic tool as well as to study the internal structure of dense objects. In

1912, it was found that x-ray diffraction in crystalline materials could be used to study the

lattice structure of matter. Since that time, basic x-ray diffraction (XRD) has been used in es-

sentially the same way to study many materials for a wide variety of uses, as well as to identify

new materials and confirm results found by other methods. XRD can be used to identify the

composition of materials as well as to determine crystal size, purity, texture, defects, and strain.

The x-rays are produced in an x-ray tube or synchrotron. A beam of x-rays is directed at

the sample where the very short wavelength photons interact with electrons near the surface of

the sample. The diffracted beam is detected by a photographic plate or CCD and the results are

recorded. The current diffractometer usually has a goniometer so that the angle of the incident

beam varies in time and the resulting diffracted beam is detected over a range of angles.

Diffraction in the crystal is described by Bragg’s law:

nλ = 2dsinθ (2.1)

where λ is the wavelength of the diffracted light (in this case x-rays), n is the order of the

bright fringe indicating constructive interference, and dsinθ is the difference in path length

between adjacent diffracted rays. When the path difference between two diffracted rays is a

whole number of wavelengths, constructive interference is observed and the deflected beams

reinforce one another, giving a strong enough signal to be shown as a peak in the diffractogram.

As the incident beam is directed along different paths, only when the crystal diffracts such that

the diffracted beams from each lattice plane are in phase, producing constructive interference,

will a peak be observed. Thus the peaks in the diffractogram are unique to the particular crystal

structure of the sample. The angle between the incident beam and the diffracted beam is 2θ ,

which is the angle measured experimentally.[11]
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Many patterns have been observed and catalogued so that generally, the peaks in any

diffractogram can be matched with previously identified elements and compounds and their

structures. As stated above, identification of composition and structure is only one use of x-ray

diffraction. In addition, diffraction peaks are affected in width and shape by crystal defects of

various types. Small grain size results in broadening of XRD peaks as does the presence of

strain. Vacancies, dislocations, and stacking faults also have an effect on peak width and peak

shape.

The x-ray diffractogram contains all the information about a sample’s structure, crys-

tallinity, size, strain, and more. Thus line profile analysis can be done in many different

ways, depending on the information sought.[12] Since one of the main objectives of these ex-

periments was to produce large quantities of high purity silicon carbide nanowires, the x-ray

diffractograms have been studied to determine the composition, crystal structure and nanowire

diameter, as well as the reaction rate and activation energy.

In real crystals, imperfections are invariably present and these imperfections affect the x-

ray diffraction patterns. The shape of the peak is altered by the presence of stacking faults. For

example, the stacking faults identified by HRSEM and HRTEM (see Chapter 5) also show up

as shoulders on the peak profiles of those samples. The width of a peak may be broadened if

the particles are very small and by the presence of strain in the sample. Generally, the peak

is fitted as a combination of a Lorentzian function and a Gaussian function, or sometimes

by a convolution of the two called a Voigt profile. The Lorentzian shape is a measure of

the crystallite size and its width is proportional to 1/cosθ . The Gaussian shape is related to

broadening caused by strain and its width is proportional to tanθ . [12]

In his Ph.D. thesis in 1918, Scherrer derived an equation by which the particle size of a

crystal could be found using x-ray powder diffraction.

DScherrer = Kλ/β cosθ (2.2)

where DScherrer is the size of the particle, K is a constant equal to 0.89 for cubic crystals, λ is
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the wavelength of the Cu Kα x-ray radiation, β is the angular width of the peak at one-half the

maximum intensity, and θ is the Bragg angle of the peak.[12] The Scherrer equation provides

only a rough measure of the particle size, but the crystallite size estimated by this method is

about 30 nm, which is in agreement with the sizes estimated from Raman spectra. Crystallite

sizes suggested by these methods applied to long wires or fibers are assumed to correspond to

the distance between stacking fault layers. A complete derivation of the Scherrer equation can

be found in Reference [13].

In the earliest times of using XRD in physics or materials research, crystals were measured

using the method described by Laue in which a single crystal is fixed with respect to the x-ray

beam. The diffracted beam represents those wavelengths for which Bragg’s law is satisfied for

the spacing between planes in the lattice (d) and the angle of the incident spectrum of x-ray

radiation (θ ). Thus for the Laue method, θ is fixed and λ is variable. The powder diffraction

method used in these experiments uses monochromatic x-rays of fixed wavelength, and the an-

gle θ is varied by use of a goniometer. The powder consists of many small crystal grains, each

of which will be aligned along some plane, [111] for example. Since there are many of these

small crystals in the powder, there will be many crystals at each orientation, and the diffrac-

tion by each of these small grains will add together, grouped by the plane of orientation, thus

producing high intensity peaks at each angle that satisfies the Bragg condition. X-ray diffrac-

tograms were obtained on Phillips PW2773 (Japan) diffractometer and on Siemens D5000,

both with copper K-α radiation, λ = 1.54Å.

2.2.2 SEM and TEM

The resolution of a light microscope is limited by the wavelength of light. In order to

see materials with higher resolution, it is necessary that the incident wavelength be of the

same order of magnitude as the desired resolution. As demonstrated by deBroglie, electrons

have a wave nature which allows them to diffract in crystals. In addition, electrons are easily

accelerated and focused by interaction with magnetic and electric fields. Thus electrons, having

19



wavelengths much shorter than visible light that are adjustable by changing the energy of the

electrons, and being easily focused onto magnifying lenses by electric and magnetic fields,

are an excellent substitute for light in microscopy. When electrons in a beam interact with

the electrons in materials, some of them are scattered, some are transmitted, and some are

diffracted. Some shell electrons will be excited to higher states, and some electrons at higher

energy levels will fall into the lower level states that open up. Taking advantage of all these

electron transitions allows several different types of electron microscopy to provide images of

materials on the order of a few nanometers.

Transmission Electron Microscopy (TEM) images the reciprocal lattice directly by detect-

ing those electrons that are transmitted through the material. Scanning Electron Microscopy

(SEM) is more useful to study surface structure and morphology because the images are pro-

duced by scanning the sample to detect the secondary electrons that are emitted from the sur-

face due to the excitation of shell electrons by the electron beam. Both methods of imaging

have been used in this study, including some variations such as (STEM) Scanning Tunneling

Electron Microscopy, which detects the electrons that are transmitted through the sample, but

they are detected by scanning in a raster fashion.

By arranging the angle of incidence relative to the crystal structure of the sample and the

position of the apertures, certain conditions can be set up. Since the diffraction in the crys-

tal is different depending on the orientation of the crystal, it is possible to obtain a relatively

high contrast image, called a Bright Field image, by selecting only unscattered electrons. Con-

versely, an arrangement allowing the deflected electrons to pass through the centered aperture

produces a Dark Field image. In addition, electron microscopy is quite sensitive to defects

in crystals. Thus in both SEM and TEM images, crystal structure, stacking faults, surface

morphology, and amorphous phases will be shown and discussed.

TEM images were obtained using transmission electron microscopes Philips EM 300 and

JEOL JEM 3010 with the accelerating voltage of 100 kV and 200 kV, respectively. SEM

microscope, JEOL SM-6100, was used to examine surfaces of manufactured specimens. The
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probe current ranged from 10−12 to 10−6 A and magnifications ranging from ×750 to ×9500

were used. High resolution images were obtained using Hitachi S-4800 FE (Field Emission)

SEM, courtesy of Hitachi High Technologies in Dallas, Texas. Accelerating voltage ranged

from 1 kV to 30 kV and magnifications ranging from ×4000 to ×450,000 were used in the

analysis. Ultra-high resolution images using SEM were done by Bill Roth at Hitachi High

Technologies in California using Hitachi S-5500 FE SEM.

2.2.3 Raman Spectroscopy

Raman spectroscopy is an experimental method based on the Raman effect, which is an

observed phenomena resulting from the interaction between light and matter. Light that is

scattered when shined on some material is classified as either elastic or inelastic. Elastic scat-

tering is the light that does not change frequency in the interaction and is commonly known as

Rayleigh scattering. The scattered light that has a different frequency from the incident light

is a result of the Raman effect. That different frequency may be either higher or lower than

the incident light. Light scattering that results in a lower frequency than the incident light is

referred to as Stokes Raman scattering while the scattered light observed at higher frequency

is the anti-Stokes band.[14]

The interaction of light with matter that produces the Raman effect is actually an interaction

with translational and/or rotational vibrations of molecules. The Raman effect can be approx-

imately described using several theoretical models, either classical or quantum mechanical.

The simplest quantum mechanical description begins with the fact that the energy of molecular

motion is quantized into discrete allowable energy states. To change the state of a molecule,

a quanta of energy must be absorbed or emitted by the molecule. The energy emitted or ab-

sorbed is a multiple of a quanta of energy: δE = hνk, where h is Planck’s constant and νk is

the classical frequency of the molecular motion or of one photon of electromagnetic radiation.

A photon absorbed by the molecule (a photon is annihilated) and subsequently re-emitted (a

photon is created) by the molecule, describes elastic scattering if the two photons are identical,
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leaving the molecule unchanged. If the photons are not identical, the molecule will be left in

a changed state–either higher or lower energy. This interaction describes the Raman effect. If

the created photon is less energetic than the incident one, the frequency of the scattered light

will be lower than the frequency of the incident light–described earlier as the Stokes Raman

spectra. In the other case, the anti-Stokes band results.

Spectra are usually displayed in cm−1, referred to as reciprocal centimeters, scale. This

is done to make the numbers displayed on the graph more reasonable, since the vibrational

frequency of a molecule is typically of order 1012s−1. The frequency is divided by the speed

of light to obtain a wavenumber in reciprocal centimeters. The Rayleigh line will appear at the

same wavenumber as the incident light, since it represents elastic scattering. The anti-Stokes

band will then appear to the left of the Rayleigh line, and the Stokes scattered wavenumber

will be to the right. Although there are many applications appropriate for using Raman Spec-

troscopy, the advantage to using it in the analysis presented here is that it may be used to analyze

localized volumes, in contrast for example to x-ray powder diffraction, where the constituents

may be known, but not how they are distributed over the local volume. Chemical compositions,

molecular configurations and conformations, morphology to a small extent, strain and defect

analysis in crystals are just a few examples of how Raman microscopy is being used to charac-

terize materials. Investigation of regions less than 1 µm has elevated Raman spectroscopy to

being a useful complement to other microanalysis tools such as scanning electron microscopy,

x-ray micro-analysis, transmission electron microscopy, and others.

Raman spectra were obtained using a Raman microimaging system composed of an argon

ion laser operating at 514 nm wavelength, an Olympus BH2 microscope, and a transmission

dispersive spectrometer from Kaiser equipped with a CCD detector. The laser power at the

surface of the sample varied from 10 mW to 150 mW. Spectral resolution was 4 cm−1. The

objective, ×100, allowed collecting scattered light from spots less than 1 µm in diameter.

The spectra were obtained with exposure times of 1 minute, and were analyzed using Grams

software.
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FTIR spectra were obtained on a Nexus 670 produced by Thermo Nicolet. A small amount

of SiC powder was mixed with potassium bromide (KBr) and pressed into pellets. Resolution

was 4 cm−1.

2.3 Induction Heating

An induction furnace was used in the first set of experiments to heat a mixture of silicon

nanopowder and carbon multiwalled nanotubes. This section begins with an introduction to

heating by induction, then continues with a discussion of the skin effect and screening of the

magnetic field. The data presented in this section represent experiments that were done in order

to become familiar with use of the induction furnace, the temperatures reached and the amount

of time needed to reach those temperatures, and limitations imposed on the experiments for

optimal use of the equipment.

The foundation for induction heating is using an induced current to produce Joule heat-

ing. Faraday’s law of induction says that a changing magnetic field will induce a current in a

conductor placed in the field. In Gaussian units,

∇×�E = −1
c

∂�B
∂ t

(2.3)

The induced emf is the line integral of the electric field around the path, and by Ohm’s law,

current will flow in the conductor. The total induced current may be found from the current

density, �J = σ�E, where σ is the conductivity of the conductor. By Lenz’s law, the induced

current will flow in the direction such that the induced magnetic field will oppose the change

in the applied field. The induced magnetic field is given by Ampere’s law,

∇×�B =
4πσ µ

c
�E (2.4)

neglecting the displacement current since the induced current dominates in this case.
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In a conductor with conductivity σ , the work done by the charge carriers flowing against

the resistance in the conductor is converted to heat and is given by Joule’s law,

Q = I2REt (2.5)

where Q is the heat generated, I is the total current, RE is the resistance of the conductor, and t

is time.

2.3.1 Skin Depth and Screening Effect

Many textbooks on electrodynamics discuss eddy currents, which are induced in a semi-

infinite solid conductor. Finding that the induced current falls off exponentially as a function

of the depth in the conductor, the skin-effect is described with penetration depth or skin depth

δ . See for example Smythe[15].

δ =

√
c2

2πµσω
(2.6)

The skin depth is derived for a solid cylinder, e.g. a wire, with current flowing down

the length of the wire. If, however a cylindrical shell has an induced current flowing around

the shell, the semi-infinite plane from which the skin-depth is derived becomes the limit of a

cylinder and the physics is different in this case. See Figure 2.5.

Consider a cylindrical coil through which an alternating current of low frequency ω flows.

The magnetic field in the interior of the coil will alternate at the same frequency and be directed

along the central long axis of the solenoid. Near the center of the solenoid, the magnetic field

may be considered uniform.

Inside the solenoid is a conducting cylindrical shell of inner radius R and outer radius R+d.

See Figure 2.6. In cylindrical coordinates, the external magnetic field of the solenoid �BO will

alternate along the z-axis.
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Figure 2.5: Alternating current induced in a conducting cylindrical shell inside a coil with
alternating current.

R

d

δ
d0

Figure 2.6: End view of cylindrical shell with inner radius R and wall thickness d. Also shown
are skin depth δ and screening depth d0.
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By Faraday’s law (in integral form)

∮
C
�E ·d�l = −1

c
∂
∂ t

∫
S
�B · n̂d�A (2.7)

the changing magnetic field will induce a current flowing around the cylindrical shell such

that the induced magnetic field produced by the induced current will oppose the change in the

external magnetic field due to the solenoid. This induced magnetic field �BS effectively screens

the inside of the shell from the external field �BO. Let the resulting magnetic field inside the

shell be �BI so that �BI = �BO + �BS.[16]

The induced magnetic field inside the conductor is given by Ampere’s law (Equation 2.4).

The ratio of the magnetic field at the inner wall BI to the applied field BO, the screening factor,

is [16]

BI

BO
=

1

1− i(Rd
δ 2 )

(2.8)

The screening effect behaves in the same way as the well-known skin-effect, whereby in-

duced current flows near the surface of a conductor and falls off as a function of the shell thick-

ness d toward the center of the cylinder. However, as shown by Fahy, et al.[16], the screening

is such that the depth to which current flows inside the shell differs from the well-known skin

depth δ . The inside of the cylinder is effectively screened from the applied field when d > d0,

where

d0 = δ 2/R (2.9)

indicating that the screening is effective at a wall thickness much less than the skin depth.
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2.3.2 Heat Generated

To find the heat generated, Q, it is necessary to find the total current inside the conductor.

The frequency ω should be such that the wavelength is much larger than the conductor. In that

case, the electric and magnetic fields may be considered to propagate instantaneously, which

in turn justifies ignoring the displacement current in the Ampere-Maxwell law.

The time dependence is written as e−iωt and the geometry is such that R >> δ >> d. From

Faraday’s law and the definition of current density

Jθ =
iωσ µRBI

2c
(2.10)

Since the current flows around the shell, the area element perpendicular to current is drdz.

The total current is then

I =
∫ (R+d)

R
dr

∫ L

0
dzJθ = dLJθ (2.11)

By Joule’s law (Equation 2.5), the heat generated is I2REt, where RE is the electrical resis-

tance in the conducting shell. The resistance is given by definition as RE = ρL/A. Again, since

the current is flowing around the shell, the length is the circumference of the cylinder and the

perpendicular cross section is dL. The heat per unit length of the cylinder is

Q = −
(

ωR
c

)2

πσ µdtB2
I (2.12)

Thus the important features of the system are the frequency of the input current to the coil,

the inner radius R and wall thickness d of the cylindrical shell, and the permeability µ and

conductivity σ of the conducting material from which the shell is made. And of course, the

heat generated depends on the length of time during which heating occurs.
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2.3.3 Induction Furnace

The output frequency, voltage, current, and power were investigated as a function of the

input current setting on the power supply. These variables are measured in terms of the per-

centage of the maximum value reached. The unit is capable of maximum power output of 25

kW, and the frequency of the alternating current sent to the induction coil is 30 kHz.

One of the major advantages to induction heating over other methods of heating is the abil-

ity to reach a constant temperature in a known amount of time repeatedly. Since induction

heating is established as a stable process, measurements of equilibrium temperatures reached

at different input power should produce a reliable means of finding temperature without mea-

suring it directly. Figure 2.7 shows a graph relating temperature to input power for a solid

graphite rod.
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Figure 2.7: Equilibrium temperatures are reached in 2 to 3 minutes and increase as input power
increases.

In each case, it takes about 2 minutes for the temperature to reach its maximum. After that

time, a stable temperature is maintained as expected.
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2.3.4 Crucible Material

Looking for the appropriate setting to produce a particular temperature, a graphite rod was

used with a thermocouple inserted into a hole drilled in the center of the rod. It can be seen that

indeed a particular temperature is reached and then held for each power setting. See Figure 2.7.

Replacing the graphite rod with a new one and repeating temperature measurements at

constant input current, a noticeable change in equilibrium temperature reached occurred. Fig-

ure 2.8 shows that the equilibrium temperature dropped each time the experiment was repeated.
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Figure 2.8: Graphite crucible aged with repeated heating such that equilibrium temperature
dropped with each successive heating.

Joule heating depends on frequency, time, strength of the magnetic field (which depends

on input current), permeability and resistivity of the material being heated, and radius and wall

thickness of the cylindrical shell. The change in equilibrium temperature thus implies that the

resistivity of the material was changing when heated, since all the other variables were held

constant. Not only must there have been a change in resistivity, it must have been increasing to

cause the equilibrium temperature to drop. This could have been caused by either oxidation or

graphitization. To reduce oxidation, the heating was repeated in an atmosphere limiting oxygen

exposure.
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2.3.5 Atmosphere

After finding that the equilibrium temperature reached was not reliably consistent for a

particular input setting, the exposure to oxygen was limited by first placing the graphite in

argon for 1 hour to eliminate any oxygen in and around the graphite. Then the rod was heated

in an atmosphere of nitrogen gas created by surrounding the coil with a container holding liquid

nitrogen. Liquid nitrogen was continuously added during heating to provide an oxygen-free

atmosphere throughout the period of heating.
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Figure 2.9: Using a nitrogen gas atmosphere reduced the change in equilibrium temperature,
but also slowed the rate of heating.

Figure 2.9 shows that the temperature was indeed more stable in the nitrogen atmosphere.

However, the equilibrium temperature was still changing slightly as the rod aged. Graphiti-

zation might still have been changing the resistivity, or the crudity of the method for limiting

oxygen may have allowed continued oxidation. All subsequent heating experiments were done

in vacuum.

To eliminate graphitization, the crucible material was first changed to stainless steel. Sev-

eral experiments with a stainless steel crucible demonstrated repeatability and reliability. Oxy-

gen was also limited in these measurements by heating in a nitrogen atmosphere, as described
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previously. Figure 2.10 shows that equilibrium temperature increased with increasing input

power for the stainless steel crucible. The conclusion is that stainless steel is better than

graphite for the crucible.
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Figure 2.10: Equilibrium temperatures for stainless steel heated in nitrogen atmosphere show
the expected increase in temperature with increased power input.

For the low temperature experiments done with the induction furnace samples, the crucible

used was made of stainless steel and a nitrogen atmosphere was maintained during heating.

However, stainless steel melts at 1420◦C, which made it unsuitable for the higher temperature

sintering. After the method was demonstrated to work adequately, the set-up was improved to

allow the sample to be held under vacuum conditions, and the crucible material was changed

to tantalum, melting temperature 2996◦C, which proved to be a more suitable crucible material

for the remaining measurements to find the reaction rate.

2.3.6 Crucible Radius and Wall Thickness

Three stainless steel crucibles, each having different inner radius R and/or wall thickness

d, were heated at the same power setting in a nitrogen atmosphere. The first was labeled STn

for small radius, thin wall. The second one, LTk, had a larger radius and thicker wall. STk
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had the same small radius as STn, but a much thicker wall. Since resistance heating Q is

proportional to wall thickness d and to the square of inner radius R2 as given by Equation 2.12,

it was expected that LTk would be the easiest to heat and would reach the highest temperature.

Table 2.3 describes the 3 crucibles and shows the temperature T (◦C) reached for each crucible,

conductivity σ(s−1) (depends on temperature), skin depth δ (mm), and screening depth d0

(mm), along with comparisons of the last two parameters with R and d. Resistive heat Q

was calculated in terms of constant values comprising Q0, where Q = σR2dQ0. (Compare to

Eq. 2.12).

Name T σ R d δ d0 R/d0 d/δ d/d0 Q

(◦C) (1015s−1) (mm) (mm) (mm) (mm) (Q0)

STn 1040 6.60 5.84 0.51 3.47 2.06 2.8 0.1 0.2 12.8

LTk 1145 6.31 6.80 2.73 3.55 1.85 3.7 0.8 1.5 88.5

STk 1335 5.83 5.84 3.12 3.69 2.33 2.5 0.8 1.3 69.0

Table 2.3: Crucibles STn, LTk, and STk as described in the text. R is inner radius, d is wall
thickness, δ is skin depth and d0 is the wall thickness parameter for the screening
effect. Q is the heat generated according to Eq. 2.12 in terms of Q0, where Q =
−R2σdQ0.

Table 2.3 shows that the resistive heat Q was higher for LTk. The third crucible STk (small

R, large d) did not follow the trend. The calculated value of Q indicates that its equilibrium

temperature should have fallen between the temperatures of STn and LTk, but instead a higher

temperature was reached. More experiments might explain this anomaly, but here the focus

remained on the trend confirmed by STn (small radius, thin wall) and LTk (large radius, thick

wall). The ratios given show that the skin depth was not relevant for these crucibles since d/δ

was less than 1 for each one. Because the skin depth was always deeper than the wall thickness,

then the field was sufficiently constant throughout the crucible. The ratio R/d0 shows that the

radius was about 3 times the screening depth, and the wall thickness was the same order of

magnitude as the screening depth as given by the ratio d/d0; both ratios indicate that the inside

of the crucible was not screened from the eddy currents at the surface.
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Figure 2.11: The large diameter crucible with a thick wall (LTk) heated fastest and reached
a higher temperature than the ones with smaller radius. The lowest temperature
reached was by the crucible with smaller diameter and the thinner wall, which
was expected. The highest curve was the small radius thick wall and did not
agree with predictions; however, more experiments would have been needed to
follow-up on this anomaly.
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In Figure 2.11, a comparison of STn (small radius, thin wall) to LTk (large radius, thick

wall), confirmed the expected trend. LTk (large R and d) not only reached a higher equilibrium

temperature, but it also heated and cooled more quickly. A higher rate of heating and cooling

is desirable, since it reduces the error in measurement of reaction time. See Chapter 3 for more

details on reaction time.

The skin effect refers to the fact that current passing through a solid conductor is generally

confined to a depth very close to the surface. This depth, called the skin depth δ , is the distance

from the surface through which the wave amplitude decreases by a factor of 1/e. Equation 2.6

shows that the skin depth depends on three variables: the frequency ω of the alternating current,

which is constant for the induction furnace; the permeability µ of the conductor, which is

constant for a given material (µ = 1.008 for stainless steel); and the conductivity σ of the

conductor, which is inversely proportional to temperature. In this case, the skin depth for each

crucible depends on the conductivity at the temperature reached, so each has been calculated

and included in Table 2.3.

In addition, the thickness at which screening of the applied magnetic field becomes relevant

is of interest. See Section 2.3.1 for a description of screening. The screening depth d0 depends

on δ and has been calculated for each crucible. Comparing the actual wall thickness d to both

the skin depth δ and the screening depth d0 shows that neither of these phenomena played a

role here. The increased resistivity of the stainless steel, due to the high temperatures reached

in these experiments gives δ larger than d, and d0/d > 0.5 in all cases. Thus, although heating

increases with radius and wall thickness, the skin effect did not occur in the crucible wall, and

any slight screening of the interior from the applied magnetic field did not have much, if any,

effect on heating. This result is reasonable since the skin effect only applies when δ � R and

screening is only effective for d � δ � R.
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2.3.7 Temperature

For the induction furnace experiments, it was unnecessary to measure temperature in gen-

eral, since one advantage of induction heating is the stability of the temperature. After running

initial experiments correlating temperature reached with input power selected on the power

supply, some experiments were done without measuring temperature by any other method.

However, once the procedure was established with crucibles made of appropriate material for

the temperature being measured and vacuum established as constant, most experiments were

done with a thermocouple inserted into the sample. Using the thermocouple allowed better

tracking of heating and cooling, and ensured that samples were held at constant temperature

for the selected reaction time.

Figure 2.12 shows that in general, the higher the temperature reached, the faster the heating

and cooling. In another set of experiments, the minimum reaction temperature was found to be

1000◦C. Below this temperature, no SiC product was formed.
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Figure 2.12: Temperature as measured in degrees Celsius shows how quickly samples heat
and cool by induction and how increased input power increases the maximum
temperature reached.
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The maximum temperature reached for input power 2.15 kW was 1075◦C and for 3.05 kW,

1145◦C. Different rates of heating and cooling were also observed in the comparison data of

crucible radius and wall thickness, Figure 2.11. The pattern exhibited by LTk (crucible with

large radius and thick wall), in which heating and cooling were faster, is preferred in order to

minimize the error in reaction time by reducing the time to reach the desired temperature after

having reached the minimum reaction temperature. Heating and cooling are also affected by

the material from which the crucible is made.
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Chapter 3

Reaction Kinetics

3.1 Reaction Kinetics in Solids

The primary purpose of a kinetics study is to determine the reaction mechanism(s) involved

in a particular chemical reaction. Because all particles do not have sufficient energy for trans-

formation, only a fraction of the particles participate in the reaction at any given time. There

may be several different possibilities for the mechanism of reaction, and each path is associ-

ated with a free energy curve. The activation energy is related to the reaction path taken in a

particular reaction.[17]

In general, the reaction mechanism is determined by measuring the reaction rate at different

temperatures then fitting the plot to various theoretical functions that have been determined

from a model of the reaction based on the geometry of the interface, initiation methods, and

advance and/or diffusion processes. Chemical kinetics has been studied since the late 19th

century, but only recently have technological advances in detection techniques allowed serious

kinetics studies of solid-solid reactions. The literature in this field is thus limited to studies

beginning within the last 50 years or so.

Most solid-state chemical reactions are accomplished in two or three steps. The product

forms between the reactants, so one reactant must pass through the product to the second
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reactant in order for the reaction to continue. In time, the product layer grows and diffusion

through that layer takes longer. In general, the first step involves transport of one reactant to

the interface, and the second step is the chemical reaction. A third possible step may involve

diffusion of the product into the growing phase.[18] The reaction kinetics of any solid state

reaction may be affected by any or all of the following parameters[19]:

1. Reactants - identities, compositions, relative quantities

2. Particle Sizes - size, shape, size distributions

3. Mixing - relative dispositions of components, method of mixing, pretreatment

4. Products - identification of all products

5. Yield-time Data - measurement of changes in time of amounts of reactants and product

6. Temperature - effects on above parameters.

The rate of reaction, is the rate at which the concentration of each reactant and the product

changes. Consider a chemical reaction:

aA+bB → cAB (3.1)

The rate of reaction may be expressed as the rate of increase of the product (+), or as the

rate of decrease of either reactant (-).

k =
1
c

d[AB]
dt

(3.2)

In the case of a solid-solid reaction where the reaction takes place at the interface, the

reaction may be controlled by nucleation or diffusion. Hulbert[20] has provided an analysis of

rate laws for appropriate models of diffusion-controlled growth processes.
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The general expression is of the form

− ln(1−α) = (kt)n (3.3)

where α is the fractional remains of the reactant on the interface and k is the rate constant of

the chemical reaction, which is independent of concentration and time, but increases rapidly

with increasing temperature. The exponent n = (β +λ ) is used for interface-limited reaction

models and n = (β + λ
2 ) is used for diffusion-controlled reactions. In Hulbert’s analysis, the

possibilities under consideration are that nucleation is (i) instantaneous (β = 0), (ii) constant

(β = 1), and (iii) deceleratory (0 < β < 1) for nuclei growth in one, two, or three dimensions

(λ = 1,2, or 3), respectively. Table 3.1 shows expected values of the parameter n for these

models in one, two, and three dimensions.

Model Parameter (n)
Three-dimensional growth
(Spherical particles of reactant)
Nucleation rate (1) Constant 2.5

(2) Zero (instantaneous) 1.5
(3) Deceleratory 1.5 - 2.5

Two-dimensional growth
(Laminar particles of reactant)
Nucleation rate (1) Constant 2.0

(2) Zero (instantaneous) 1.0
(3) Deceleratory 1.0 - 2.0

One-dimensional growth
(Lath-shaped particles of reactant)
Nucleation rate (1) Constant 1.5

(2) Zero (instantaneous) 0.5
(3) Deceleratory 0.5 - 1.5

Table 3.1: Expected values of n for interface-limited reaction models and diffusion-controlled
reactions in one, two, and three dimensions, where the reaction rate law is given in
Equation 3.3[20]

The well-known Arrhenius Equation (Equation 3.4), postulated in 1897, explains why the

same molecules will react at different rates in different chemical reactions. Arrhenius explained
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that in order for a molecule to react, it must possess a minimum critical energy known as the

activation energy. Experiments continue to verify this postulate, which also shows how the rate

constant k varies with temperature T :

k = Aexp [−E/(RT )] (3.4)

where Ea is the activation energy, R is the molar gas constant, and A is an integration constant.

The activation energy is then the energy required by a system to initiate a particular process.

For most reactions, the activation energy is found (experimentally) to be temperature indepen-

dent. To determine the activation energy for a particular reaction, a plot of natural log of the

reaction constant vs. reciprocal temperature is made, and the activation energy is calculated

from the slope of the line.[21]

Solid-solid reactions of the type given in Equation 3.1, have been studied to determine the

rate processes involved. Characteristic of these reactions is the formation of a barrier phase

of product at the interface between reactants. As the reaction proceeds, the barrier grows in

thickness and thus always affects the reaction rate in these systems. One or both of the reactants

must diffuse through the product phase to reach the other reactant in order for the reaction to

continue. The diffusion rate for the reactants is controlled by the size of the product barrier, as

well as the temperature and pressure maintained during the reaction.

3.2 Measurement of Rate Constant k

The reaction rate for nanostructured silicon carbide has been studied for all the samples

heated by induction and for one temperature of the vapor phase experiments. In the induction

experiments, a mixture of reactants was heated quickly by induction. Multiple measurements

were made at nine different temperatures, varying heating time from a few seconds up to several

minutes, see Table 3.2.

From the x-ray diffractogram measurements, the reaction rate and activation energy were

determined for the mixture of solid reactants. The tube furnace experiments were done with the
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Temperature (◦C) Time (s) SiC Concentration

(unless otherwise noted) Mass SiC(Mass Si + Mass SiC)

1040 150−900 0.017−0.079

1100 120−900 0.036−0.18

1175 30−900 0.054−0.25

1250 60−1800 0.072−0.39

1325 30−900 0.086−0.53

1450 13−480 0.38−1.0

1490 8−360 0.087−1.0

1510 70−240 0.69−1.0

1550 13−360 0.78−1.0

1200 1hr - 8hr .017−0.94

Table 3.2: SiC concentration found for multiple reaction times at each temperature. The SiC
concentration shown here in the last row is [ Mass SiC / (Mass C + Mass SiC) ]
since the unreacted silicon in the vapor phase experiments remained in the quartz
tube, separated from the MWNTs and SiC.

reactants separated and heated to the sublimation temperature of silicon in a resistance furnace,

providing information for studying the reaction rate and activation energy for the vapor phase

reaction of silicon with solid MWNTs.

Table 3.2 shows the temperatures used in these experiments, the range of times for each

temperature, and the range of SiC concentrations produced. All but the last temperature rep-

resent samples heated by induction, with temperatures from 1040◦C to 1325◦C producing SiC

from solid reactants and temperatures 1450◦C to 1550◦C producing SiC from liquid silicon.

The last temperature in Table 3.2, 1200◦C, is the tube furnace experiments, where SiC was

produced from silicon in the vapor phase and carbon, both solid and vapor. The resulting mor-

phology and structures produced by these last experiments have been carefully analyzed and

are reported in Chapters 4 and 5, respectively.

The induction furnace is equipped with a timed mode, which allows the user to set a specific

time of heating after which the current automatically shuts off. In order to track trends in

heating and determine errors in timing, periodic temperature readings (every 5 seconds, 10
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seconds, etc.) were taken. As mentioned in Chapter 2, early experiments showed that no

reaction occurred by the induction method at temperatures lower than 1000◦C.

Reaction time is measured as the time during which the temperature is held at a constant

value (within 10% in these experiments). However, the reaction may have actually started as

soon as the temperature reached the minimum reaction temperature, in this case 1000◦C. Thus

the error in the measured time and the actual time during which the reaction may have occurred

is greatly reduced by heating and cooling very quickly, which is made possible by heating in

an induction furnace.
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Figure 3.1: Temperature readings taken every 5 seconds provided accurate information for the
error in measured reaction time.

In general, the higher the temperature reached, the faster the heating and cooling. (See

Figure 2.12 in Chapter 2.) Measurement of the reaction time was more precise than for the

tube furnace samples, but because of gradual heating and then cooling of the samples, there

was still significant error in determining the reaction time especially for short times and high

temperatures.

To improve determination of the reaction time, the temperature at which SiC formation

starts (1000◦C) was used as the starting point. In Figure 3.1, this temperature is marked with

a horizontal line labeled as the Minimum Reaction Temperature. This minimum reaction tem-
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perature was found to be in agreement with the observation by Teo and Sun[22] that SiC starts

forming at T > 1025◦C. The reaction time was determined as the stable temperature time plus

half of the heating and cooling time above the minimum reaction temperature, 1000◦C. The

precision of reaction time determined in this way is half of the heating and cooling tempera-

ture. The relative error is higher either for shorter times or for higher temperatures.

Figure 3.2: Comparison of SiC [111] and Si [111] peak intensity as reaction time increased
from 1 minute to 15 minutes.

At least 5 and up to 15 measurements were made for each temperature. The SiC mass

concentration was determined from comparison of the x-ray peak intensities. Figure 3.2 shows

how the SiC [111] peak (2θ ≈ 35◦) increased while the Si [111] peak (2θ ≈ 28.5◦) decreased as

reaction time increased. The relationship of peak intensity concentration to mass concentration

was determined experimentally for both methods of production. The SiC mass concentration

was then plotted against time, and a two-parameter fit to the Arrhenius equation was done in

order to find the rate constant k (and the parameter n) for each temperature.

For the vapor phase experiments, any unreacted silicon powder remained separated from

the unreacted carbon and produced silicon carbide. In this case, the concentration of SiC was

found by comparison of SiC peak intensity to the MWNT peak intensity. The relationship

between peak intensity and mass concentration was again found experimentally and the con-
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centration used in the two-parameter data fit to the Arrhenius equation, just as was done in the

induction experiments. With the conventional oven, heating took much longer, of course, so

the reaction time was measured from the time operating temperature (1200◦C) was reached,

again within 10%, to the time the temperature fell below the minimum reaction temperature,

which was much lower in the resistance furnace, 850◦C.

3.3 Experimental Results

To determine the reaction rate for the mixture of silicon nanopowder and carbon multi-

walled nanotubes heated by induction to form nanostructured silicon carbide (the induction

furnace samples), x-ray diffraction peaks were measured and compared. The relationship be-

tween peak intensity and mass concentration can be found experimentally by measuring peak

intensity for several known concentrations of silicon carbide and silicon. Pantea made such

measurements and found the following relationship[23]:

y = 0.36x2 +0.64x (3.5)

where y is the mass concentration of silicon carbide to remaining silicon and silicon carbide,

and x is the x-ray diffraction peak ratio of silicon carbide to remaining silicon and silicon

carbide. One measurement of known concentration was confirmed to lie on the curve found by

Pantea (within 10%), see Figure 3.3.

Each induction furnace sample was examined by XRD, which was used to determine the

concentration of SiC. X-ray diffractograms were obtained on Phillips PW2773 diffractometer

described in Chapter 2. By this method, x-ray diffraction peaks of Si [111] peaks and SiC [111]

were fitted using a Voigt profile,[24] and the intensities of fitted peaks were used to determine

SiC mass concentration for each reaction time at each of the nine different temperatures.

Determination of the reaction rate is the first step in understanding the reaction mechanism.

Recall the rate law for solid-solid reactions has a general form given by Equation 3.3. In order
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Figure 3.3: Theoretical curve from Equation 3.5 shows the relationship between mass concen-
tration and peak intensity of x-ray diffraction data.
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to find the rate constant k and the exponent parameter n, data for SiC concentration and time

of reaction were accumulated and plotted as shown in Figure 3.4. A two-parameter fit to the

equation then provided values of k and n for each specific temperature. The results of the

two-parameter data fitting to the Avrami-Erofeev model[25]−[26],[27] to find the reaction rate

constant k and parameter n for all temperatures are shown in Table 3.3.

T (◦C) k(10−5) n

1040±10 8±4 0.8±0.9

1100±10 35±24 0.69±0.21

1175±10 25±15 0.64±0.15

1250±10 27±2 0.45±0.02

1325±10 218±17 0.52±0.04

1450±10 879±3 1.58±0.03

1490±10 5500±1600 1.08±0.21

1510±10 1100±4200 2±20

1550±10 3380±240 1.16±0.13

Table 3.3: Results of two-parameter data fitting to Avrami-Erofeev law to find the reaction rate
constant k and parameter n for all temperatures.
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Figure 3.4: Calculated SiC mass concentration vs. reaction time for 1250◦C. Data are fit to
the general reaction rate law from the Avrami-Erofeev model.
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3.3.1 One- and Two-dimensional Growth

Results for the value of n given in Table 3.3 show that the reaction mechanism was proba-

bly diffusion-controlled one-dimensional growth with a decelerating nucleation rate up to the

temperature 1325◦C. The significant change in the value of n starting from 1450◦C leads to

the conclusion that, beginning at this temperature, 2-dimensional growth was observed. In

fact, at higher temperatures, individual nanowires fused together to form planar structures as

confirmed by SEM and TEM images, see Chapter 4.

3.4 Activation Energy

The mechanism of nanosize SiC formation has not been fully characterized. The high-

temperature interaction in the silicon-graphite system has been investigated by Gorovenko, et

al.[28]. The process was a liquid-phase reaction, and the activation energy was determined

to be 220 kJ/mol. In previous research, Pantea, et al.,[29] studied SiC formation from the

precursors diamond and silicon under high-pressure high-temperature conditions. Activation

energies were found ranging from 170 kJ/mol for nano-diamond to 260 kJ/mol for micro-

diamond. The value of the activation energy for the induction furnace samples in this study,

(254 ± 36) kJ/mol, is in good agreement with those obtained by Pantea, et. al. [23],[29] for the

diamond-silicon reaction.

Table 3.4 shows values of lnk vs. T−1 plotted, along with error values for the rate constant

k for the induction furnace samples. High error values for 1510◦C are due to the very small

number (only three) of measured samples.

Once values of the reaction rate constant k were found for each temperature, the activation

energy Ea was found from the Arrhenius equation (Equation 3.4) by plotting lnk vs. T −1 as

shown in Figure EaPlot. The slope of the best fit line of the data in Figure EaPlot was used to

calculate the activation energy, which was found to be (254 ± 36) kJ/mol.

In this study, the induction furnace samples were used to obtain the activation energy of

the reaction between silicon nanopowder and MWNTs. Previous results by Wang, et al.[3]
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T (◦C) T (K) 1/T (1/K) k k-error lnk

1040 1313 7.616×10−4 3.0×10−5 1.0×10−5 −10.4

1100 1373 7.283×10−4 7.0×10−5 6.0×10−5 −9.6

1175 1448 6.906×10−4 2.7×10−4 8.0×10−5 −8.2

1250 1523 6.566×10−4 1.0×10−4 2.0×10−5 −9.2

1325 1598 6.258×10−4 2.7×10−4 2.2×10−4 −8.2

1450 1723 5.804×10−4 6.5×10−3 2.0×10−5 −5.0

1490 1763 5.672×10−4 4.2×10−2 1.5×10−2 −3.2

1510 1783 5.609×10−4 4.0×10−2 8.0×10−2 −3.2

1550 1823 5.485×10−4 2.4×10−2 2.0×10−4 −3.7

Table 3.4: Temperatures are given in Celsius, converted to Kelvin, then the inverse is given,
values of k are given with errors, then lnk. Plot of lnk vs. T−1 was used to find the
value of the activation energy for the reaction.
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Figure 3.5: Data fitting of Arrhenius equation (Equation 3.4). Very high error value for one
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a result of linear fitting where R is the molar gas constant, and Ea is the activation
energy.
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sintering SiC nanowires from the same precursors under high pressure (2 GPa) showed the

activation energy was (96 ± 29) kJ/mol. The activation energy obtained there was the result of

a 3-point fitting, for a narrow range of temperatures, which is not comparable with the results

obtained from the wide range of temperatures used in this study, especially if the mechanism

was changing with temperature. The fitting made using only the 3 lowest temperatures in

this experiment resulted in a value of activation energy much lower than that obtained using

all temperatures. Also, the results obtained by Pantea show the tendency of the experiments

sintered under higher pressure to diminish the value of the activation energy. The tendency

can be attributed to the changing volume of the reaction, which is smaller for higher pressures.

The values found here for k and n are in agreement with those results. The reduced energy

of activation observed for the reaction run under high pressure conditions indicates that the

limiting factor is the diffusion of atoms through the SiC product layer. Increased pressure

increases the population of defects and enlarges the volume of grain boundaries thus enabling

faster diffusion of atoms.
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Chapter 4

Morphology

4.1 Growth of SiC Nanowires

Currently, the growth of nanostructured materials is poorly understood. Although the en-

hanced physical and mechanical properties of these materials are widely known, the mecha-

nisms that produce the enhancements are still a mystery. The morphology and structure of the

SiC nanowires produced for this study definitely changed with increased sintering time. Anal-

ysis of the progression of these morphological changes suggests that different reaction phases

mediated growth and produced different structures and features. Comparing the morphology

of nanowires produced by sintering for different times has identified several types of growth as

well as a timeline for each stage. Regardless of how growth was mediated, the entire reaction

was diffusion-controlled.

In order to describe morphological changes that occurred in time, SiC nanowires were

produced by vaporization of silicon, starting with the same precursors each time, evacuating

the ampoule containing the separated reactants the same way, and sintering in the same furnace

under the same conditions, so that the only variable was time. Starting with 1 hour, samples

were sintered for 2 hours, 3 hours, 4 hours, 6 hours, and 8 hours at 1200◦C in a tube furnace.

In addition, one sample was sintered for 64 hours in a conventional furnace, and two samples
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were produced from aligned multiwalled nanotubes. Those 2 samples were sintered for 20

hours and 26 hours. All samples consisted of a molar ratio of 2 micro Si: 1 C except Sample

CFA64, for which the molar ratio was 3 nano Si: 1 C. See Table 2.1 in Chapter 2 for the

complete description of all tube furnace samples.

Initial studies indicated that sintering times less than 1 hour did produce SiC, but in quanti-

ties insufficient for meaningful analysis. The reaction run for 64 hours showed that all carbon

nanotubes completely reacted so longer runs were unnecessary. By keeping the silicon sepa-

rated and interacting only in the vapor phase, this method successfully produced SiC nanotubes

and nanowires, with no other structures. Although unreacted carbon remained in most samples,

burning in air successfully removed the carbon so that the study was done on high purity SiC

nanotubes and SiC nanowires.

For the comparison presented here, only selected samples are shown, all of which are rep-

resentative of the changes observed and the times for which significant changes in morphology

were characteristic. The chosen samples were sintered for 1 hour, 3 hours, 6 hours, 8 hours,

20 hours, and 64 hours. The structure of the produced material has been analyzed by several

different methods. In this chapter, SEM and TEM images are presented and discussed along

with high resolution SEM (HRSEM) and TEM (HRTEM) images. X-ray powder diffraction

profiles, Raman spectra and FTIR spectra are also discussed.

4.2 Initial Observations

The crystal structure of carbon nanotubes is a rolled graphene sheet, i.e., a collection of

hexagonal rings of carbon atoms forming each layer (one layer being a single-walled nanotube),

with ends that are hemispheres of the fullerene structure of carbon.

Figure 4.1 (SEM) shows the smooth curls of the precursor carbon MWNT (tangled). In

general, the MWNTs are seen to be fairly uniform in diameter, having outer diameters ranging

from 60 to 100 nm and lengths between 5 and 15 µm. In the image shown, the MWNTs appear
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Figure 4.1: SEM image of carbon multiwalled nanotubes (tangled). X-ray diffractograms
showed only carbon peaks for the precursors.

transparent and uniform in density. The nanotubes seem to be tangled up, yet each nanotube

is still individual and can be traced as a single entity of approximately uniform diameter along

its length. The ends are rather insignificant and the carbon tubes just stop abruptly. Although

the tubes are not straight, the curves are round and the surfaces are even, changing direction

gradually along a fairly smooth curve. One has the impression that the individual nanotubes

could be separated without too much trouble (this is not true–due to strong Van der Waals

forces, the nanotubes cannot be easily separated). They do not seem to be attached to each other

or knotted up, and there is very little branching of one nanotube into two or more nanotubes.

The inside of the tubes are hollow with core diameters of 5-10 nm as shown in the higher

magnification HRTEM image Figure 4.2. Again the nanotubes seem to lie across one another,

but are still seen to be individual tubes. The striping along the outer surface is an interesting

feature not seen in the lower magnification images.

Sample TFA1, which was sintered at 1200◦C for 1 hour, shows growth of SiC with the same

shape and morphology as the precursor carbon MWNTs (compare Figures 4.1 and 4.3). This

growth was identified by x-ray diffractograms before post-treatment burning which showed

that in addition to MWNT, there was some SiC present, see Figure 4.4.

52



Figure 4.2: This high magnification HRTEM image of carbon multiwalled nanotubes shows
more internal and external detail. (http://www.nanoamor.com/home)

Figure 4.3: HRSEM image of tube furnace sample TFA1 sintered for 1 hour at 1200◦C shows
morphology similar to starting material, tangled MWNT. Raman spectra showed
that these are SiC nanotubes with a coaxial structure of a SiC surface shell sur-
rounding a carbon nanotube, which is still hollow.
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Figure 4.4: Comparison of XRD of samples TFA1 (sintered for 1 hour) and TFA8 (sintered
for 8 hours) show that SiC is produced after only 1 hour of sintering, but after 8
hours sintering, almost all carbon is reacted, producing solid SiC nanowires.
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4.3 Post-treatment Burning

For SEM and TEM analysis of SiC, specimens free of carbon nanotubes were needed. This

was done by post-treatment burning, which removed the excess carbon in the induction furnace

samples, leaving only SiC as shown by diffractograms before and after burning in Figure 4.5.

See Figure 2.4 in Chapter 2 and discussion for details regarding post-treatment. X-ray diffrac-

tograms did not show evidence of remaining C after post-treatment. However, Raman spectra

for TFA1 (the tube furnace sample with 1 hour reaction time) showed peaks at 1580 and 1350

cm−1, indicating the presence of carbon nanotubes in addition to SiC peaks. Sample TFA1

contained MWNT even after post-treatment burning at 700◦C. This result was confirmed by an

FTIR study which also showed the presence of characteristic peaks due to carbon nanotubes at

881 cm−1 (Ref. [30]), 1422 cm−1, and 1643 cm−1 (Ref. [31], [32]).

Previously, Menon, et al.[33] reported synthesis of SiC nanotubes and Wieligor, et al.[34]

observed coaxial structures with a carbon core surrounded by a SiC outer shell. The most

reasonable conclusion is that after 1 hour of sintering, a SiC layer coated the MWNT and

prevented oxygen from reaching the interior of the tube to react with carbon, thus leaving SiC

nanotubes with carbon cores. However, for samples sintered in the tube furnace for times

longer than 5 hours and subsequently heated in air to 700◦C or 1050◦C K, x-ray diffraction,

Raman and FTIR spectra did not show peaks characteristic to MWNT, indicating that these

samples were solid SiC wires. Raman spectra and FTIR studies are discussed in Chapter 5.

In Figure 4.3, the SiC coated tubes are seen to lie across one another, but individual wires

are still traceable just as in the pure MWNT image. The wires still look transparent, but the

diameters of the largest nanotubes are now slightly larger than 100 nm. The ends are for

the most part unremarkable, the changes in direction are mostly along smooth curves, and

there is very little branching or evidence of any structure other than SiC coating the nanotubes

themselves.

At higher magnification by HRSEM (see Figure 4.6), the surface and the inside of the wires

are seen to be of different densities. The outer surface shows some higher density striping as
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Figure 4.5: XRD before and after burning show that post-treatment is effective in removing
excess carbon from the product.
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Figure 4.6: HRSEM image of tube furnace sample TFA1 sintered for 1 hour at 1200◦C.
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was seen on the MWNT at higher magnification, but here the surface is identified (again by

XRD) as SiC. The inside is a hollow carbon tube, as confirmed by Raman spectrographs and

FTIR spectra, but clearly differs from the outer walls in structure. It is speculated that the

very inside is hollow since the starting MWNT are hollow and the images of Sample TFA1

are very similar to the images of the MWNT. The SiC nanotubes are still tangled, retaining the

morphology of the original carbon nanotubes, and some tubes appear to twist along their length

and to twist around each other. Still individual tubes apparently maintain their independence

at this stage, and again there is very little evidence of the branching, which is characteristic

of longer sintering times, and the changes in direction are generally along relatively smooth

curves.

4.4 Progress of Reaction in 3 Hours

Figure 4.7: SEM image of this sample sintered for 3 hours shows progression of the reaction
producing solid wires, some of which are beginning to fuse together.

Figure 4.7 shows a SEM image of Sample TFA3, which was sintered in the tube furnace

for 3 hours. In this picture, several different types of growth can be recognized. The clump that

looks tangled up is actually many SiC nanowires that were left after post-treatment burning. In
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the clump, the wires are difficult to distinguish individually and some of them are beginning to

fuse together into thicker structures. Among the tangle of wires, several very large cylindrical

tubes are seen. All the wires maintain the basic shape of the original nanotubes, but some have

grown to huge diameters, up to 1.2 µm, and the bending and sharp elbow-like peaks begin to

appear at this stage. See for example, SEM image in Figure 4.8.

Figure 4.8: Wires in Sample TFA3 (SEM), sintered for 3 hours, have sharp kinks and grow to
larger diameters than those sintered for less time.

In Figure 4.9, SEM shows that the morphology of another region of Sample TFA3 (reaction

time 3 hours) looks quite similar to the original nanotubes and to Sample TFA1 (reaction time

1 hour) (Compare Figure 4.1 and Figure 4.3). The transparency of the wires is still a dominant

feature, but several differences are obvious.

Some wires are not uniform along the length of a single wire, and there is some evidence of

fusion of wires in the upper right-hand corner of the image. The outer diameters of the largest

wires produced after 3 hours are larger than the diameter of the largest wire produced by 1 hour

sintering ( 175 nm), see Figure 4.9. Many of the largest diameters in Sample TFA3 are 250

nm to 300 nm, with a few wires having diameters up to 1.2 µm (not shown in this image). The

most significant feature in Figure 4.9 is the obvious knob-like structure near the center of the

image, which is 270 nm across. This structure is shown at higher magnification in Figure 4.10.
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Figure 4.9: SEM image of Sample TFA3 (reaction time 3 hours) has similar morphology to
precursor MWNTs and Sample TFA1 (reaction time 1 hour), but some wires have
much larger diameters after 3 hours.

As sintering time increases, these enlarged structures on the ends of some nanowires become

larger and larger and some have growths on the knobs that resemble flowers, see Figure 5.3(b)

in Chapter 5. At the same time, the ends of some wires do not show this type of growth and

remain unremarkable as in the original MWNTs. In Figure 4.10, the first stage of this type of

growth is observed by SEM. This one appears to be the end of two different nanowires, joined

together. The shading shows the interesting structure of the knob in some detail. These growths

were not observed at shorter sintering times.

4.5 Progress of Reaction in 6 Hours and 8 Hours

Sintering for 6 hours (Sample TFA6) produced wires of even larger outer diameters, many

up to 530 nm, with the general shape of the original MWNTs, but with much more variation

in size and shape. For the first time, long very straight wires with smooth surfaces are seen

somewhat randomly distributed among the tangled wires, see SEM image in Figure 4.11.

The sharp elbows and kinks as the tangled wires change direction are obvious by now. Note

the twisting and three-dimensionality of these nanostructures. The transparency is gone, and
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Figure 4.10: The interesting structure shown in this SEM image of Sample TFA3 is in an initial
stage of growth.

Figure 4.11: This SEM image of Sample TFA6 clearly shows the progression of the reaction
to the formation of solid wires fused together into larger structures.
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the more twisted and tangled regions are fusing together into much larger structures that are no

longer wire-like. At the same time, several individual wires are noticeable, some smooth and

straight and some kinky and curly. In the center of the image near the bottom, a knobby end is

strikingly different than other ends in the same group that are just blunt ends with no difference

in size from the wire itself.

Figure 4.12: SiC nanowires produced after 8 hours sintering are shown in this HRSEM image
of Sample TFA8. Striping indicates stacking faults in the crystal structure inside
solid nanowires.

In Figure 4.12, the image shows Sample TFA8 (sintered for 8 hours) at higher magnification

with HRSEM. Here the crystal structure inside of the nanowires is obvious, including stacking

faults indicated by the high density striping. Discussion of these stacking faults can be found

in Chapter 5. The nanowire in the center of the image is fairly smooth and straight, but the

nanowire at the right seems to be twisted or kinked right at the point where the stacking faults

occur. Note also that the outer wall looks different than the interior. At this point, the surface

layer is amorphous silica formed during post-treating heating. The twisting and kinking could

be a result of thermal expansion of precursors and product having different thermal expansion

coefficients.

In the same way that a bimetallic strip is used in thermostats to detect the temperature

change by measuring relative length changes for the two metals, the silicon condensing at the
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surface of a nanowire, for which the outer layer is now silicon carbide, may not stretch or

shrink at the same rate as the outer layer, thus causing the silicon carbide to bend or kink as the

silicon diffuses through the product phase at the surface. A similar circumstance could occur

inside the tube while the reaction is occurring at the boundary of the product phase and the

walls of the carbon nanotubes.

4.6 Results of Long Sintering Times

Figure 4.13: HRTEM picture of an individual SiC nanowire obtained after 64 hours of sinter-
ing at 1200◦C in a conventional oven. Amorphous silica is seen as a 1-2 nm thick
layer coating the nanowire. The diagonal lines are stacking faults.[35]

The HRTEM image of Sample CFA64 in Figure 4.13, which was sintered for 64 hours in a

conventional surface, clearly shows internal structure similar to the HRSEM image of Sample

TFA8 in Figure 4.12, including obvious stacking faults. The amorphous surface layer confirms

the lack of structure at the surface of the produced SiC nanowires. Dramatic changes in the

structure and morphology were observed when sintering time reached or exceeded 3 hours.

The structure of the product is discussed in more detail in Chapter 5.

63



Figure 4.14: SEM image of Sample TFB20, sintered for 20 hours and produced from precursor
aligned MWNT.

Longer sintering times (20 and 26 hours) were also done for comparison and to find the

reaction time for the complete reaction, but it must be noted that Sample TFB20 in Figure 4.14

was produced from aligned nanotubes rather than tangled MWNTs as before. This SEM image

shows more long straight wires among the clusters of curly wires after 20 hours sintering,

but overall the nanowires produced are still a tangled mess. Some evidence of the fusion of

nanowires to each other is also evident here. The ends of several nanowires are visible in this

image, and it is notable that some have plain blunt ends and some have knobby ends. The

long straight wires tend to be smaller in diameter than the average wire in this sample. Note

the range of diameters continues to increase with sintering time. The samples sintered for 20

hours, 26 hours, and 64 hours still have many small wires of diameters 30 nm to 40 nm but

they also have an increasing number of large wires with diameters 500 nm to 1 µm.
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Figure 4.15: Crystal structure, stacking faults, wire straightness and alignment are striking
features of SiC nanowires in this HRTEM image of Sample TFB20, sintered for
20 hours and made from aligned MWNT. There are also many wires completely
free of stacking faults.

Viewing Sample TFB20, the 20 hour sample, with HRTEM, demonstrates the knobby

growths on the ends of some, but not all wires. In addition, the crystal structure inside the

wires becomes a dominant feature of SiC nanowires produced with longer reaction times. See

Figure 4.15. The amorphous surface layer is visible in most wires in this image. The fact

that all the wires in this image appear to be fairly straight and uniform, along with more wires

completely free of stacking faults, is attributed to the starting material used, which were again

aligned MWNTs.

Sintering for 64 hours was done to find the total reaction time at this temperature, and

indeed the reaction appears to be essentially complete at this time. The x-ray diffractogram

indicates that there is no excess carbon in the produced silicon carbide for this reaction time.

This sample, produced from the tangled MWNTs, includes SiC nanowires of a wide range of

diameters tangled together, sometimes looking braided. The ends of some wires are enlarged

knobs as was observed in other samples. A few straight wires appear in a jungle of kinked
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Figure 4.16: The reaction is complete, and the product is a mixture of SiC nanowires of dif-
ferent sizes and shapes as shown by HRTEM.
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and twisted curly wires, see Figure 4.16. Measured diameters of the nanowires in this sample

were as large as 800 nm, with the smallest ones still being less than 30 nm. It is speculated

that the sample probably has wires with diameters larger than 1 µm since wires this large were

discovered and measured in other samples with reaction times as short as 3 hours. There are

very few smooth curls in this sample. Most of these nanowires are kinked and bent in different

directions. The wires are entangled and it is much harder to distinguish individual wires in this

sample. Many appear to branch into multiple wires or to be fused together at different points

along the wire.

Figure 4.17: In the SiC nanowires produced in the complete reaction, there seems to be crystal
structure everywhere in these solid wires, including dominant stacking faults.

A closer look showed an abundance of stacking faults, implying definite crystal structure

inside most wires after sintering for a time interval equivalent to the complete reaction time,

as shown in Figure 4.17. It is remarkable that the stacking faults showed layering along one

direction, despite the kinks and changes in direction of the nanowire itself. Here some other

fused nanostructures can be seen, but stacking faults appeared to dominate everywhere. More

discussion of stacking faults can be found in Chapter 5.
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4.7 Morphology and Reaction Mechanism

As described in Chapter 2, Si powder was used as a reactant for 4 different carbon pre-

cursors: tangled MWNT, aligned MWNT, SWNT, and carbon nanograss. The analysis of the

morphology for various sintering times was done for the product formed with tangled MWNT,

and the morphology of the product formed from aligned MWNTs was included since it fit well

in the time progression. Clearly, much more information could be gained by doing a similar

complete analysis for the other carbon precursors.

Initially, silicon carbide nanotubes were produced having an outer shell comprised of SiC,

an inner core of carbon and a hollow interior remaining from the initial MWNT. The produced

nanotubes had slightly larger diameters but retained the shape of the starting material, thus

resembling the pure MWNTs. The largest SiC containing tubes were more than 100 nm in

diameter (100 nm represents the upper limit for the outer diameter of the MWNT precursor).

The SiC structures produced after only 1 hour of sintering continued to be rather transparent

and appeared to be of similar density and structure to the precursor MWNTs. A higher mag-

nification showed that the interior of the cylinder differed from the outside shell. Because it

looked similar to the images of the MWNT, it is likely that the interior of these nanowires was

hollow as well. This coaxial structure was confirmed by Raman and FTIR studies.

As sintering time increased beyond 3 hours, not only did the outer diameters of the largest

wires continue to grow to phenomenal sizes (up to 1000 nm), the shape of the wires themselves

began to change. They began to appear as solid SiC wires without a hollow interior. A majority

of the structures continued to have small diameters, less than 30 nm, but the morphology of the

wires with increased size showed evolution into very different structures. What were initially

curls with rather smooth curves began to be sharp elbows and kinks. The ends became nuclei

for further growth, and the outer surfaces began to look flaky and layered. After long sintering

times, the inside of the wires showed clear crystalline structure, including stacking faults. Many

of the wires became fused together into large structures that showed only a hint of the original

cylindrical shape.
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The x-ray powder diffractogram of Sample TFA1, after post-treatment burning at 1050◦C

for 2 hours, showed only β -SiC peaks, indicating no carbon nanotubes were left in the sample.

The x-ray diffraction peaks were slightly broadened, which was expected as an indication of

small diameter wires, but no shoulders were seen. This indicated that the nanowires have the

cubic crystal structure suggested by the location of the peaks, but no stacking faults were ob-

served. Raman peaks and FTIR peaks indicative of carbon were opposing findings suggesting

that the outer layer was pure SiC, but carbon remained inside the SiC shell and was unseen by

XRD.

This first hour of sintering then was a simple vapor-phase reaction with vaporized silicon

going to the MWNTs and reacting with the carbon atoms near the surface to form a silicon

carbide shell surrounding the MWNTs. This would explain why the outer diameter grew.

Carbon must have diffused through the boundary phase of SiC product and reacted with silicon

vapor at the surface of the outer wall. It is well known that nanotubes often have dislocations

and defects in the crystal structure. Those dislocations appear as high density regions where

the stacking layers were off by one atom. Refer to Chapter 5 for models of stacking faults. The

striping along the outer surface may be evidence of the crystal structure of the nanotubes or it

may be evidence of the crystal structure of SiC forming at dislocation sites on the nanotubes.

XRD of TFA3, sintered for 3 hours, (after post-treatment) showed a slight shoulder on

the [111] peak of SiC, which confirmed the presence of the stacking faults observed in the

SEM images. Analysis of x-ray diffractograms of all samples indicated that the stacking faults

began to appear after 3 hours of sintering and continued to be more prevalent as sintering time

increased. In the post-treatment x-ray diffractogram of Sample TFB20 shown in Figure 4.18,

in which aligned MWNT were used as a precursor, the shoulder on the [111] peak is marked

with an arrow. The more pronounced shoulder is an indication of the abundance of stacking

faults, which were observed by HRTEM images of this sample.

Refer back to Figure 4.4 and note that Sample TFA1 showed no evidence of stacking faults

in the SiC [111] peak, but Sample TFA3 had a slight shoulder. The shoulder in the x-ray peak
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of SiC [111] appeared at the same reaction time that stacking faults in the SEM images were

first observed.
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Figure 4.18: XRD of Sample TFB20 for which many stacking faults were observed by
HRTEM. Stacking faults are indicated by the pronounced shoulder marked with
an arrow. Note also that all excess carbon has been removed by post-treatment
burning (confirmed by Raman and FTIR spectra).

The crystal structure of the interior of SiC wires produced by 3 or more hours of sintering

indicated the presence of a solid-solid reaction, where Si has condensed at the surface and

diffused through the SiC product phase to the inner layers of C to form crystalline SiC inside

the tubes. Recall that the initial reaction indicated diffusion of carbon through the product

phase to interact with silicon vapor at the surface of the outer wall. Clearly, both precursors

must have diffused through the product boundary phase, and the reaction occurred at both

boundaries of the product.

The knobs and growths as well as the apparent fusion of wires can only be representative

of Si and C both reacting in the vapor phase and then attaching to the surface of SiC. Thus,

there is evidence that (1) vaporized Si reacted with solid C, (2) solid Si reacted with solid C

(inside), and (3) vaporized Si reacted with vaporized C. Together these implications provided

a wealth of information regarding details of the diffusion-controlled reaction that successfully

produced pure SiC nanowires.
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The stacking faults shown by HRSEM in Figure 4.19 are clear evidence of crystal growth

inside the tube and that growth was always in the direction of the [111] plane. The reaction

must have proceeded by diffusion of Si through the growth layers of SiC to react with the

carbon inside the MWNT.

Figure 4.19: In this HRSEM image, Sample TFA3 shows clear crystalline structure inside the
SiC nanowires.

It is also interesting to note that not all structures formed were cylindrical in shape. After

only 1 hour, flakes were also seen with a crystalline outer layer on both sides and a layer of

what appeared to be misshapen or deformed nanotubes sandwiched between.

This structure also indicated that growth occurred by Si vapor reacting with carbon nan-

otubes at the outer wall of carbon, see SEM in Figure 4.20. The transparent sheet showed a

layered structure where SiC nanowires began to fuse together, with a layer in the middle that

looked like deformed nanotubes. From this early stage it is not hard to imagine the collapse of

this type of structure after longer sintering times producing the large structures seen along with

the solid nanowires, for example, in Sample TFA6 in Figure 4.11.
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Figure 4.20: The layered structure is shown at the end of a SiC nanotube from Sample TFA1
in this SEM image.

4.8 Size Distribution

One obvious effect of allowing the reaction to continue until it was complete was the growth

in diameter of the produced SiC nanowires. Beginning with the diameter of the precursor

MWNTs, the outer diameter of the hollow nanotubes and then the solid nanowires increased

as the reaction progressed. However, it was noticeable that for all reaction times, very small

diameter wires were still present, no matter how large the largest nanowires were.

From SEM and TEM images for samples TFA1 and TFA6, the diameters of the nanotubes

and the nanowires were measured, and the size distribution was plotted. Experimental data

were fitted to lognormal distribution functions and the results are shown in Figure 4.21. The

precursor MWNTs had a mean diameter of (46 ± 18) nm. The mean diameter of SiC nanowires

increased from 59 nm for one hour reaction time with geometric standard deviation 49 nm

to 113 nm with geometric standard deviation 97 nm for six hours. It was found that once

growth began, all samples contained tubes or wires with a range of diameters. The plot shows

that not only did the diameter of the largest wire increase with increasing reaction time, the

mean diameter also shifted to a larger value with increased reaction time, and the width of

the distribution expanded significantly. The Scherrer equation, Equation 2.2 in Chapter 2, was
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Figure 4.21: Fitting of lognormal distribution function to normalized distribution of SiC
nanowires diameter: (a) SiC nanotubes after 1 hour of sintering had average di-
ameter (59 ± 49) nm, (b) SiC nanowires after 6 hours had average diameter (113
± 97) nm. The bold solid line is for the distribution of the precursor MWNT,
average diameter (46 ± 18) nm. Note that error values represent geometrical
standard deviations for lognormal distributions.

used to find the crystallite size from the broadening of XRD peaks, which were determined

to be about 30 nm. The discrepancy with these measurements is interpreted to mean that

for longer sintering times where stacking faults dominate, the Scherrer equation reflects the

distance between stacking faults. A more detailed line profile analysis of the XRD data would

determine the meaning of the different numbers.
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Chapter 5

Structure of SiC Nanowires

5.1 Production of Silicon Carbide Nanowires

Silicon carbide nanowires have been produced by many different methods, such as catalytic

chemical vapor deposition,[36] vapor-liquid-solid growth mechanism,[37] sol-gel processes,[38]

reaction between carbon nanotubes (CNT) and SiO vapor at high temperatures,[39] reaction

between CNT and liquid or vapor Si,[34] and others.

In previous studies at TCU, Wieligor, et al., synthesized SiC nanowires by mixing CNT

and silicon nanopowder followed by heating to temperatures between 1000◦C and 1450◦C and

then applying pressure between 2 and 8 GPa.[34] This method resulted in SiC in the form of

nanowires and nanosize grains mixed together. SiC nanowires obtained at low temperatures

had small diameters, less than 50 nm, while those obtained at high temperature had larger

diameter, usually 100 nm, and a coaxial structure with carbon nanotubes forming the interior

and SiC the outer layers. Although pure SiC was obtained, its morphology was not uniform,

and in addition to nanowires, nanosize grains were also produced. It was impossible to separate

nanowires from nanosize SiC powder.

To avoid this complication the procedure was modified, and the tube furnace samples ini-

tially produced SiC nanotubes with the coaxial structure previously observed, but the nanosize

74



grains were eliminated. For reaction times longer than 3 hours, pure solid SiC nanowires were

produced from MWNT and Si vapor at 1200◦C.

The SiC specimens discussed in this chapter are representative samples of the produced

SiC nanowires. Sample CFA64, which was produced from the precursor tangled MWNTs A

and sintered for 64 hours, and Sample TFB20, which was produced from the precursor aligned

MWNTs B and sintered for 20 hours, see Table 2.1 in Chapter 2, have been selected for the

comparison of structure produced from different precursors, as well as the general structure of

all nanowires produced by the method of sublimation of silicon in the tube furnace. Discussion

of Sample TFB26 is included when it displays a difference that is significant and relevant to

the results. The chapter concludes with HRSEM image of one example, Sample TFA8, which

demonstrates that the interior stacking faults and the amorphous surface layer were present at

shorter reaction times, in this case 8 hours.

5.2 Crystal Structure

The x-ray diffractograms of produced SiC clearly indicated the presence of crystalline SiC

with cubic symmetry. Figure 5.1 part A depicts the diffraction profile for Sample CFA64

and part B for Sample TFB20. In both patterns reflections due to the cubic phase of SiC are

the main feature. Peaks typical for the hexagonal structure of SiC are pronounced in Sample

CFA64 but only traces are noticeable for Sample TFB20. The silicon carbide peak is not as

broad as expected with nanosize grains because all layers grow in the same direction [111],

even though the wires may curl. For Sample TFB26, the XRD showed 2H structure similar

to that of CFA64. No other crystalline structures were detected. The pattern of XRD peaks

showed that as reaction time was increased, the abundance of stacking faults increased to the

point of producing a separate 2H peak.

Figure 5.2 shows typical SEM images. Most abundant are short, twisted SiC nanowires

of estimated diameters between 20 nm and 100 nm. In addition, numerous straight wires of
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Figure 5.1: SiC obtained from precursors A (tangled MWNT) and B (aligned MWNT) shows
crystal structure with cubic symmetry typical for β -SiC. Peaks denoted as 2H,
indicated in Part A, are due to stacking faults present in the cubic structure and do
not represent a separate hexagonal phase

76



lengths exceeding 30 µm and diameters ranging from 30 nm to 400 nm, sometimes even reach-

ing 800 nm, are also present in the specimens. No differences in morphology of specimens

produced from precursors A and B have been observed (compare SEM images in Figure 5.2

(a) and (b)).

(a)

(b)

Figure 5.2: SEM images of SiC nanowires (a) Sample CFA64 made from tangled MWNTs A
and (b) Sample TFB20 made from aligned MWNTs B demonstrate that no obvious
differences in morphology were observed.
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5.3 Stacking Faults

Stacking faults are crystal defects in which the normal stacking sequence is somehow in-

terrupted or changed. For example, normally cubic layers are stacked ABCABC. Where there

is a stacking fault, the layer may become ABCAB*ABC or ABCA*CABC. The asterisk de-

notes the place where the fault occurs and a layer is left out, creating either ABAB or CACA.

In either case a layer of the cubic sequence is missing, and those few layers look the same

as the hexagonal structure, ABABAB. The 2H structure observed in the diffractograms of the

samples described in this chapter are thus to be interpreted as stacking faults that look the same

as the 2H phase of SiC, rather than evidence of actual crystals formed with the 2H structure,

which is rare and requires more energy to form.

Sample TFB20 showed only small peaks evident of the 2H structure in the x-ray diffrac-

togram. TEM images showed a lot of straight wires that looked much nicer than those in

CFA64, which is attributed to using the oriented MWNT reactant B. The x-ray diffractogram

of Sample CFA64 showed a significant amount of SiC with 2H structure, indicating more 2H

stacking faults in Sample CFA64, that is to say more stacking faults occur with longer reaction

times and with lower quality precursors.

High resolution TEM images, examples shown in Figure 5.3, reveal a high concentration

of stacking faults and the presence of an amorphous phase near the surface of the nanowires.

Distribution of stacking faults varied with location within the nanowires, and stacking faults

were abundant in small diameter wires, less than 30 nm. In TFB20 and TFB26 samples, a

high concentration of nanowires free of stacking faults was observed. In Sample CFA64 and

other samples produced from the same precursor tangled MWNT A, not only were stacking

faults abundant, there were also numerous flower-like structures such as the one depicted in

Figure 5.3(b) (HRTEM).
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(a)

(b)

Figure 5.3: HRTEM images of SiC nanowires. (a) Stacking faults were abundant in small
diameter wires, less than 30 nm. (b) Numerous flower-like structures were found
throughout samples produced from precursor MWNT A.
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5.4 FTIR Spectra

FTIR spectra of the specimens were similar, and an example is shown in Figure 5.4. In

addition to the characteristic band due to the SiC vibrations at about 810 cm,−1 a small peak

at about 1100 cm−1 due to SiO and another peak, even smaller, near 1250 cm−1 due to SiO

and/or Si-CH3 groups were present. No other vibrations were detected.

Figure 5.4: A representative FTIR absorption spectrum shows a small peak at about 1100
cm,−1 which indicates the presence of SiO, and the smaller peak at 1250 cm−1

is due to SiO and/or Si-CH3 groups. No other vibrations were detected.

The shape of the main infrared absorption peak shown in Figure 5.4 is typical for silicon

carbide fibers.[40],[41] Two components can be distinguished: one centered at about 810 cm−1

and another at 910 cm−1. Sasaki, et al.[41] explained the shape of the absorption contour in

the 700 - 900 cm−1 region as a result of a coupling between optical phonons and plasmons.

It was assumed that the particles were spherical and could be separated into a crystalline core
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and a disordered, charge-free shell. Consequently, the IR band has two components, one due to

vibrations of atoms in the surface layer (broad, asymmetric band) and another due to phonons

in the crystalline core (narrow, symmetric peak). Further it was assumed that the plasmon may

exist only in the core. As the size of SiC grains decreases, the frequency of the optical longi-

tudinal LO phonon, ωLO, decreases, while that of the transverse phonon TO, ωTO, increases.

The relative contribution of the shell atoms increases with decreasing grain radius, and this ef-

fect is responsible for the diminishing difference (ωLO - ωTO), which results in more effective

damping of the phonon.

Mutschke and coworkers[42],[43] offered an alternative explanation for the origin of the 910

cm−1 component. They postulated that this component is a result of relative polarization of the

incident light and orientation of the nanocrystal. For elongated crystalline samples, such as

long fibers, the 810 cm−1 band was shown to be polarized in the direction of the axis while the

910 cm−1 band was observed only when the electric field of incident radiation was perpendic-

ular to the symmetry axis. In the case of the KBr pellets, they contained numerous randomly

oriented and twisted SiC nanowires resulting in a wide distribution of angles subtended by the

nanowires. This effect could explain the relatively large intensity of the 910 cm−1 band seen

in Figure 5.4.

The low frequency side of the peak at 810 cm−1 can be approximated by a Lorentz func-

tion. Note that amorphous SiC results in a wide Gaussian band with full width half maximum

approaching, in extreme cases, 200 cm−1. Previous experimental works proved that when com-

positional disorder is introduced, i.e., SiC is not stoichiometric, or the sample contains foreign

atoms, then a low frequency shoulder appears, and often its width is measured in hundreds of

wavenumbers.[44],[45] In this case the 810 cm−1 peak is slightly asymmetric, but its shape could

be reasonably approximated by a Lorentz function. The Gaussian component which accounts

for inhomogeneous broadening was very small; therefore, it is assumed that the concentration

of amorphous SiC was small.
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5.5 Raman Spectra

Raman spectroscopy is less sensitive than FTIR and does not provide information on the

concentration of foreign objects, but it has the advantage that it can be used to characterize the

atomic structure of the sample. The cubic phase of bulk SiC shows two strong Raman peaks

at 796 and 973 cm−1, compare Figure 5.5. These are two phonon peaks and their intensities

depend on the wavelength of the excitation light. For the 514 nm laser line, which carries

energy close to the band gap energy in SiC of 2.4 eV, the TO peak is stronger than the LO

counterpart.

Figure 5.5: Typical Raman spectra collected for a cluster of SiC nanowires. The solid line is
the spectrum for Sample TFB20, and the dotted line is the spectrum for Sample
CFA64.

The hexagonal phase of SiC has Raman peaks that are slightly shifted, and a careful analy-

sis of the frequency positions can be used to identify the crystallographic structure. [46] Raman

microscopy allows recording spectra from a single nanowire, and Figure 5.6 shows spectra ob-
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tained at three different locations along the same nanowire selected from sample TFB20. The

spectra are not identical and the relative intensities of the LO and TO components vary.

Like the morphology of samples described in Chapter 4, the morphology of these two spec-

imens (CFA64 and TFB20) was not uniform; straight and curled wires, compare Figures 5.2

and 5.3, of diameters varying between 20 and 800 nm and lengths varying from tens of nm to

tens of µm were detected. Despite significant differences in diameters of the starting material

(carbon nanotubes A and B), the final products had comparable geometry and shape. Manu-

factured nanowires from precursors MWNT A and B had identical chemical composition and

similar morphology and structures. X-ray diffractograms and Raman spectra showed only sig-

natures typical for SiC. In addition to peaks related to Si-C modes, infrared absorption spectra

included small peaks assigned to SiO and SiCH3 vibrations. These groups are most likely

present on the surface of the nanowires and probably were formed during the postproduction

heat treatment at 700◦C.

IR spectra are insensitive to the SiC phase, cubic vs. hexagonal, and appear to be only

slightly affected by the confinement effect.[38],[42],[43] Therefore, IR spectra cannot be used for

evaluation of the concentration of stacking faults or the size of nanowires. On the other hand,

Raman spectra of SiC are well understood.[47],[48] For the cubic phase two phonon modes are

allowed, and they appear in the solid line in Figure 5.5 as peaks at 791 cm−1 (TO) and 967

cm−1 (LO). The solid line in Figure 5.5 represents the contour most frequently recorded for

Sample TFB20, which is a signature of the cubic phase. It is worth noticing that both of these

specimens were not uniform throughout and, within the laser focusing spot, which in this case

was about 1 µm, there were numerous SiC nanowires of different diameters. Fluctuations in

the morphology of the specimens in the laser focus account for small variations in the observed

spectra.

As seen from the TEM and SEM images in Figures 5.2 and 5.3, SiC nanowires were not

aligned but twisted and randomly oriented, and the majority of wires had diameters between

20 and 100 nm. The peak positions observed in Figure 5.5 for Sample TFB20 are shifted from
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those observed for a bulk crystal of cubic symmetry; 796 cm−1 and 973 cm−1 for the TO and

LO modes, respectively.

Previously, the dependence between Raman peak positions and the size of β -SiC crystals

were investigated,[34] and from those results it was estimated that the SiC nanowires in sample

TFB20, whose spectra are shown as the solid line in Figure 5.5, are about 30 nm in diameter,

which was initially believed to be in very good agreement with the early TEM and SEM data.

Crystallite size can also be determined from the angular width of the x-ray diffraction peaks

by the Scherrer-Debye method using Equation 2.2 in Chapter 2. The XRD measurements also

indicated a crystallite size near 30 nm. The size distribution measurements and subsequent im-

ages of the product by TEM and SEM indicate wires with diameters much larger than 30 nm on

average. The conclusion drawn from the different size measurements is that 30 nm represents

the average distant between stacking fault planes, which from a diffraction standpoint would

behave similarly to a crystal edge.

Since there was no unique crystallographic orientation of SiC nanowires in the specimens,

the selection rules allow for a small intensity unpolarized LO phonon. Indeed, the LO peak

for Sample TFB20 seen in Figure 5.5 is broad and its intensity is relatively small. The inten-

sity of that peak did not change significantly when the focal point was moved to a different

location and another cluster of small nanowires was investigated. However, when individual

SiC nanowires of diameters about 400 nm were selected, they were oriented with respect to

the incident light, and the LO mode peak intensity varied with the relative orientation of the

nanowires with respect to the incident light. Figure 5.6 shows spectra of drastically different

contours that were recorded for a single nanowire from Sample TFB20 at different focus posi-

tions of the incident laser. For some orientations, the LO peak was almost as strong as the TO

peak. As pointed out by Frechette and Carraro,[48] the increased LO signal from a single wire

relative to a bundle of wires is due to surface phonons.

Raman spectra for Sample CFA64 were also complex. In addition to the peaks due to

cubic SiC, the TO and LO phonons characteristic for the hexagonal phase were also observed.
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Figure 5.6: Raman spectra recorded by Wieligor[35] at different positions of the incident laser
along a single SiC nanowire show that vibrational modes vary with position along
the wire.
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These phonons were detected at 767 and 938 cm−1. It appears that the hexagonal phase was

not a uniform mixture of 2H and 4H structures, as low frequency peaks characteristic for both

phases were observed with differing relative intensities at various random locations. Figure 5.7

depicts the spectrum obtained by Wieligor[35] for the case when, within the laser focus, similar

concentrations of α and β structures were present. This situation is similar to that recently

reported by Cambaz, et al.[49] for SiC whiskers.

Figure 5.7: This Raman spectrum shows peaks due to both α - SiC and β - SiC.

5.6 Evidence of Stacking Faults

The HRTEM image in Figure 5.3 demonstrates a high concentration of stacking faults in

some nanowires. It remains unclear why stacking faults are present in some nanowires and

absent in others. Additional examples of stacking faults are depicted in Figures 5.8a and 5.9a.

Frequently, in the TEM images of straight cylinder-shaped wires with diameters as small as

about 20 nm, the stacking faults can be observed as dark disks. The mechanism of formation

of these shaded areas in relatively low resolution images can be explained as follows. For

oblique angles of incidence, when two neighboring cubic domains are separated by a stacking
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(a)

(b)

Figure 5.8: (a) High resolution TEM image of stacking faults in SiC nanowires; (b) This
atomic model shows why the stacking faults appear as dark lines in the actual
sample. The lower image is a simulation of a side view of the stacking fault, while
the upper image is the simulated view from the top.
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fault, their crystallographic planes are slightly shifted with respect to each other resulting in an

apparent increase in the concentration of atoms. This effect shows up as darker, shaded areas

on the TEM image, see Figure 5.8b, which depicts top and side views of an atomic model of a

cubic structure with a stacking fault. The shape of the ellipsoids depends on the angle between

the stacking fault plane and the incident electron beam, compare Figure 5.3. All individual

cubic domains depicted in Figures 5.3, 5.8, and 5.9 grow along a single [111] direction, which

follows from the fact that all the ellipsoids are perpendicular to the long wire axis. In addition,

Figure 5.10 shows clearly that growth (and stacking faults) continue along the [111] even at

kinks, bends, and elbows.

Figure 5.9b shows a model cubic structure with one deformation in the form of an ’h’

type plane that separates the nanowire into two crystallites. It is interesting that all of the

individual crystallites forming the particular nanowires depicted in Figure 5.9a grew along the

[111] direction. In other images numerous twisted wires can be seen. Perhaps those curled

nanowires result from the presence of four equivalent [111] directions in the cubic crystal. A

change of the path of growth of a nanowire from one to another equivalent [111] direction does

not require energy. See for example Figure 5.10. Notice that the stacking faults remain in one

direction even as the nanowire twists and bends or curls.

Images from HRTEM showed that the population of stacking faults in small diameter

nanowires is greater than in nanowires of diameters about 400 nm. It was possible to ob-

serve a section of a thick wire free of stacking faults. This behavior confirms the analysis of

Raman band shapes. Bundles of thin nanowires had the TO and LO phonons accompanied by

low frequency shoulders of high intensity, but thick isolated, and oriented wires had very low

intensity low frequency shoulders, compare Figure 5.6. In Figure 4.19, it is interesting to note

that the stacking faults are not necessarily perpendicular to the walls, rather the stacking faults

always represent growth along the [111] direction of the crystal.

Stacking faults manifest their presence as shoulders on the low frequency sides of the LO

and TO bands in Raman spectra, compare Figures 5.5 and 5.7. Their intensities are directly
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(a)

(b)

Figure 5.9: (a) Stacking faults are clearly seen in this HRTEM image of SiC nanowires; (b)
reconstructed image of the section marked by the dotted line in (a).
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(a)

(b)

Figure 5.10: (a) In this HRTEM image of CFA64, stacking faults inside the SiC nanowire
continue to grow along equivalent [111] directions and (b) at shorter sintering
times (3 hours), HRSEM of TFA3 shows that stacking faults are already apparent,
and growth along [111] at the kinks and elbows of the nanowire is obvious.
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related to the concentration of those defects in the sample. TEM images show that stacking

faults are not present in every wire; moreover, it appears that their concentration decreases

with increasing diameter of SiC nanowires. These observations explain why Raman spectra of

a single wire of about 400 nm diameter had very low intensity shoulders, in contrast to spectra

of clusters of nanowires, such as that depicted in Figure 5.5.

Part of the image shown in Figure 5.9a was enhanced by Fourier Transform filtering and

individual crystallites can be distinguished in Figure 5.9b. Directions of stacking faults can

clearly be seen and the distance between two planes is 0.25 nm, which is the inter-layer spacing

between Si-C hexagonal layers. The presence of a broad shoulder near the [111] reflection in

the x-ray diffractogram shown in Figure 5.1 is an indication of the presence of stacking faults in

the cubic β -SiC structure. Analysis of the shape of this peak may bring additional information

on the nature and distribution of stacking faults.[50] A simple twin-like fault corresponds to

a single h-type layer inserted in a sequence of cubic c-layers (..cccccc h cccccc..). These

faults are demonstrated by a broad peak whose intensity grows with the population of these

defects. However, when the frequency of occurrence of the h-type layers (..cccc h c h ccc

hh cccc..) increases that shoulder becomes sharper and sharper and eventually looks like a

separate peak. Its position corresponds to the [100] reflection of the 2H polytype.[51],[50] The

2H reflection can be observed in the x-ray diffractogram of SiC nanowires in Sample CFA64

shown in Figure 5.1(a). Hexagonal reflections were also noticeable in the XRD of Sample

TFB26. However, it is important to add that this peak is not evidence that the 2H phase exists in

the specimens, it rather shows that the density of h-type layers is large and randomly distributed

throughout the sample. Indeed, Figure 5.9 clearly confirms this observation. In addition, the

presence of amorphous SiC can be distinguished near the edges of the nanowires. That layer is

estimated to be about 1 nm thick. This value agrees with the infrared data.

Up to now, interior stacking faults and the amorphous surface layer have been discussed

only for samples with long sintering times of 20 hours or more. In Chapter 4, it was stated

that stacking faults begin to appear in XRD and HRSEM with 3 or more hours reaction time.
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Figure 5.11: HRSEM image of TFA8 shows stacking faults inside the SiC nanowire and an
amorphous surface layer about 1 nm thick.
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Figure 5.11, which is a HRSEM image of Sample TFA8, stacking faults are clearly defined

throughout the inside of the nanotube, and the outer surface is amorphous SiO. The x-ray

diffraction pattern for this sample shows an obvious shoulder on the [111] SiC peak, see Fig-

ure 4.4 in Chapter 4, again confirming the observed stacking faults.

In summary, an indication of the production of stacking faults begins to show as a shoulder

on the [111] peak of SiC in XRD after 3 hours of sintering. The HRSEM images confirm that

stacking faults begin to appear in the SiC nanowires produced from Sample TFA3. As reaction

time increases, the shoulder on the [111] peak becomes sharper, and HRSEM images show

more wires with stacking faults, all directed along [111] planes. After 20 hours, the shoulder

is sharper, and at 26 hours, the shoulder appears as though it were a separate peak at the

position of the [100] reflection of the 2H structure of SiC. HRTEM images continue to confirm

that more and more stacking faults are formed as reaction time increases. In addition, Raman

spectra include shoulders on the low frequency sides of the LO and TO bands. The intensity

of those shoulders increases as the concentration of stacking faults increases. The XRD of

the longest reaction time, that of Sample CFA64, shows the most pronounced 2H peak, an

indication of an abundance of stacking faults having formed when the reaction is complete,

which is confirmed again by HRTEM images and by Raman spectra.
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Chapter 6

Conclusions

Nanomaterials are of great interest due to their enhanced physical, mechanical, optical,

thermal, electrical, etc. properties. Silicon carbide is of particular interest because it is useful

as a semiconductor in electronic applications, and it is widely used for its hardness as a ce-

ramic material to be used in nanocomposites. This study has focused on (1) development of a

realistic manufacturing process to produce pure SiC nanowires, (2) understanding the reaction

mechanism involved in that production, and (3) studying the morphology and structure of the

product.

Induction heating is a safe and efficient method of heating and is also environmentally

friendly. In this study, it was found to be a fast and reliable way to produce silicon carbide

nanowires from a mixture of silicon nanopowder and multi-walled carbon nanotubes (MWNT).

The advantage gained by faster heating and cooling was the reduction of reaction time error

down to seconds, thus finding a much more accurate activation energy for this reaction than

can be obtained using a conventional furnace, where the error in reaction time is on the order

of hours. Burning in air then washing with 30% KOH solution after sintering demonstrates

that high purity silicon carbide can be obtained. In addition, if was found that an oxygen-free

environment is required, and the geometry and material of the crucible used in the induction

furnace must be carefully considered.
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The activation energy for the reaction of the mixture of silicon nanopowder and carbon

multiwalled nanotubes was found to be 254 ± 36 kJ/mol, which appears to be in conflict with

results obtained by Wang,[3] where the activation energy was found to be 96 ± 30 kJ/mol un-

der high pressure. This discrepancy is explained by the difference in the experimental methods

used to determine the activation energy. In fact, a comparison of the activation energy found

under high-temperature, high-pressure conditions to the results given here confirms that the re-

action is diffusion controlled. Under high pressure, particle contact is increased thus requiring

less energy to begin the reaction. Additionally, higher temperature provides more energy to

the reaction. With the pressure and temperature differences in mind, these results actually do

agree with those as well as other published results for similar reactions.[23],[29]

The results of this kinetics study also show that the reaction occurs in one dimension

with a decelerating nucleation rate up to the temperature 1325◦C. Beginning at 1450◦C, 2-

dimensional growth was indicated by the value of n, which was confirmed by the observation

of individual nanowires fused together to form planar structures at higher temperatures.

The second method of producing pure SiC nanowires was the sublimation of silicon powder

in the presence of carbon MWNTs. This method kept any excess silicon separated so that the

produced SiC nanowires were pure or included only excess carbon, which was easily removed

by burning in air. The reaction began as silicon powder sublimed into the vapor phase and

dispersed itself throughout the reaction chamber. As silicon gas contacted carbon layers on the

surface of the MWNTs, SiC was produced forming a shell of SiC surrounding a MWNT with

carbon layers underneath. Once the MWNTs were completely coated with SiC, further reac-

tions proceeded by both carbon and silicon diffusing through the barrier phase of the product

SiC shell.

Growth started at different nuclei, which may have been defects or dislocations in the

MWNTs, and proceeded along the walls in both directions. When two growth crystals met,

they may have forced a kink or bend in the wire, especially when a stacking fault resulted from

the combining of growth from different directions. Different thermal expansion coefficients

may have also been a factor in formation of kinks in the nanowires.
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The mechanism of formation of these stacking faults is not completely understood, but a

few results were clear: (1) the abundance of stacking faults increased steadily with increased

reaction time; (2) stacking faults were not present in the earliest formations, which were in

fact hollow SiC nanotubes; (3) some wires were completely free of stacking faults, even when

the reaction was complete; (4) the stacking faults always represented growth along the [111]

direction of the crystal; and (5) the population of stacking faults depends on the quality of the

MWNTs.

The structures and the morphology of the product formed showed evidence of (1) solid-

vapor reactions that occurred at the outer surface of the nanotubes as silicon vapor reacted with

carbon atoms on the surface; (2) solid-solid reactions as silicon vapor condensed and diffused

through the outer layer of silicon carbide and reacted with carbon atoms inside the shell to

fill the coaxial tube forming solid wires; and (3) vapor-vapor reactions where carbon also

sublimed and the vapors reacted to form silicon carbide and then condensed into the flower-like

structures observed in many samples. All these results confirm a diffusion-controlled reaction

in one-dimension with decelerating or possibly instantaneous nucleation.

Results from x-ray diffraction, TEM, HRTEM, SEM, HRSEM, Raman spectroscopy, and

FTIR spectra all demonstrate the validity of this method for producing pure SiC nanowires. The

technique is simple, inexpensive, and capable of producing large quantities of SiC nanowires

quickly and easily.

The TEM and SEM study allowed the determination of the size and shape of the SiC prod-

uct. Raman studies confirmed the exact composition of the product and were in agreement

with XRD, SEM and TEM results for the crystallite size interpreted to be the mean distance

between stacking faults, which was found to be about 30 nm. Analysis of powder x-ray diffrac-

tograms indicated the presence of β -SiC with either low concentration of or no dislocations,

but clearly indicated stacking faults, which eventually manifest their abundance as a separate

2H peak, indicating how the layers were stacked. The presence of these stacking faults was

also confirmed by analysis of Raman spectra, which showed shoulders on the low frequency
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side of the L0 and T0 peaks that increased in intensity as the concentration of stacking faults

increased. The stacking faults indicated by analysis of XRD and Raman spectra were observed

in HRSEM and HRTEM images.

All methods were in agreement with the visual data in SEM, HRSEM, and HRTEM im-

ages, from which measurements were made to determine the mean diameter of wires sintered

for 1 hour and 6 hours. The mean diameter shifted from (59 ± 49) nm up to (113 ± 97) nm as

reaction time increased, where the indicated error values are the geometric standard deviation

of the distribution. Outer diameter of the largest nanowires continued to grow in time, and the

mean diameter shifted to the right, indicating that most nanowires grew in diameter as sinter-

ing time increased. More significantly, the width of the distribution increased with increased

reaction time, indicating that production by short sintering times allows control of the size of

nanowires.

Nanoindentation and AFM could be used to assess the mechanical properties and to de-

scribe fine grain structure of the SiC nanowires produced by this method. Thermal atomic

vibrations could also be explored to further characterize dimensions and nanostructure of the

SiC produced. Better control of partial pressures of silicon vapor might provide better control

of surfaces. Further study of those samples produced from precursors single-walled nanotubes

(SWNT) and carbon nanograss (CNG) might contribute information on control of microstruc-

ture, including stacking faults, or control of alignment of wires, both of which would find

useful applications. The results of this additional research would contribute more to the cur-

rent understanding of the correlation between nanostructure and physical behavior as well as

additional information of controlling the formation of SiC nanowires.
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Abbreviations

APS Average particle size

SEM Scanning Electron Microscopy

HRSEM Ultra-high Resolution Scanning Electron Microscopy

(Hitachi S-4800 and S-5500)

TEM Transmission Electron Microscopy

HRTEM High Resolution Transmission Electron Microscopy

XRD X-ray Powder Diffraction

FTIR Fourier Transform Infrared Spectroscopy

MWNT Carbon multiwalled nanotube

SWNT Carbon singlewalled nanotube

CNG Carbon nanograss

TF Tube Furnace

CF Conventional Furnace

CNT Carbon nanotubes

MWNT A Tangled multiwalled nanotubes (carbon)

MWNT B Aligned multiwalled nanotubes (carbon)

STn Small radius, thin wall

STk Small radius, thick wall

LTk Large radius, thick wall
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ABSTRACT

PRODUCTION AND CHARACTERIZATION OF
NANOSTRUCTURED SILICON CARBIDE

by Kendra Lee Wallis, Ph.D., 2008
Department of Physics and Astronomy

Texas Christian University

Dissertation Advisor: T. Waldek Zerda, Professor of Physics and Chair of the Department

Nanostructured materials continue to attract attention because of their new and interesting

properties, which are very different from their macrostructured equivalents. Since the size

of grain and surface differs, a better understanding of the microstructure, the mechanism of

formation, and methods of controlling surface properties is necessary.

In this study, nanostructured silicon carbide has been produced from the solid-solid reac-

tion of a mixture of silicon nanopowder and carbon multiwalled nanotubes (MWNT) sintered

by induction. A study of the reaction rate at different temperatures has yielded a value for

the activation energy of 254 ± 36 kJ/mol, and has led to the conclusion that the reaction is

diffusion-controlled.

A second method produced pure silicon carbide nanowires using a procedure which kept

the solid reactants, silicon powder and MWNT, separated while sintering at a constant temper-

ature of 1200◦C. Silicon in the vapor-phase reacted at the surface of the MWNTs followed by

diffusion of both precursors through the product phase boundary.

The reaction time was varied, and a morphological study has been done describing changes

in shape and size as a function of time. The initial reaction produced a layer of SiC provid-

ing the outer shell of coaxial structures with carbon nanotubes inside. As Si and C diffused

through the product phase to react at the interface, the tube became filled with SiC to form solid

SiC nanowires, and the outer diameter of the nanowires grew continuously as reaction time in-



creased. After long sintering times, growth continued in two dimensions, fusing nanowires

together into planar structures.

In addition, the precursor form of carbon was varied, and nanowires produced by two dif-

ferent types of nanotubes have been studied. The produced SiC nanowires show cubic crystal

structure. After a few hours of sintering, stacking faults began to occur inside the wires, and

the frequency of occurrence of the stacking faults increased as reaction time increased. Long

sintering times from 26 to 64 hours produced enough stacking faults to manifest as a 2H peak

in x-ray diffractograms. HRTEM and HRSEM showed evidence of an amorphous phase at the

surface about 2 to 3 nm thick.


