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1. Introduction 

 

Protein condensation refers to the formation of protein-rich phases such as crystals, 

concentrated liquid droplets, amorphous aggregates, and gels from protein solutions.1-8 

These phenomena are of biological, medical and biotechnological importance.9-14  

One interesting application of protein condensation is preparation of protein-based 

materials.15,16 Since protein molecules have distinct properties, e.g. catalytic activity, 

ligand binding, biocompatibility, molecular recognition, environment sensitivity, and 

versatility to chemical modification, they are very valuable for applications in 

biotechnology and material science.17-19 Due to currently fast emerging of the fields of 

proteomics and protein engineering, the structures and functions of more and more 

proteins have become available and could be adapted for specific applications.20,21 In 

order to increase the operational stability of protein-based materials and facilitate their 

recovery and recycling, chemical cross-linkers have been used to prepare immobilized 

protein-rich phases,22-28 e.g. cross-linked enzyme crystal24 and aggregates25 for 

biocatalytical applications and cross-linked albumin microspheres for medical diagnosis 

and drug delivery.26 The morphology and size of protein-rich phases depend on the 

chemical composition of solution generating these condensed phases.2,29-36 However, 

most of the current approaches to prepare protein-based materials are developed by trial 

and error experiments, and the rationale for controlling morphology and size is not 

available.  

Protein condensation also finds applications in structural and preparatory 

biochemistry. Production of high quality protein crystals is the bottleneck for determining 
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protein structure by X-ray diffraction.2, 15 Crystallization, liquid-liquid phase separation 

and aggregation are widely used to purify and recover protein in industry.37-39 Therefore, 

thermodynamic and kinetic studies on protein condensation are important for both 

biochemistry and chemical engineering. Finally, protein condensed phases are known to 

be involved in some diseases such as cataracts, sickle cell anemia, Alzheimer’s disease, 

Parkinson’s disease, Huntington’s disease and mad cow disease.40-46  

In order to understand protein condensation in aqueous solution and optimize the 

above applications, a sound scientific basis of the thermodynamic behavior of protein 

aqueous solutions is required. Protein aqueous solutions may undergo crystallization, 

liquid-liquid phase separation (droplet nucleation and spinodal decomposition), 

aggregation and gelation depending on the physicochemical condition of the solution 

such as temperature, pH, and type and concentration of ionic and nonionic additives.2,47-60 

Currently, it is not well-understood as to how a given experimental condition favors a 

transformation relative to another. However, it is clear that these transformations are all 

driven by the presence of a net attractive interaction between protein molecules.60,61 

Because the size, shape, net charge and surface chemistry of protein molecules are highly 

diverse, various kinds of interactions contribute to the net attractive force. Typical 

interactions between proteins include electrostatic interaction, hydrophobic interaction, 

hydrogen bonding, and Van der Waals interactions.63-67 Substantial experimental and 

theoretical efforts have been put forward to understand the connection between the basic 

interactions amongst the molecules and the resulting condensed phases.9, 47-61, 68, 69 

One source of thermodynamic complexity in protein aqueous solutions and their 

phase transformations is the presence of additives such as salts and polymers. These 
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additives are crucial for inducing protein condensation, because they can modulate 

protein-protein interactions. 2,57,58 Thus protein systems are invariably multicomponent in 

nature. Clearly, understanding the effect of concentration and type of additive on the 

thermodynamic behavior of a protein solution is important for controlling the formation 

of protein condensed phases. Furthermore, understanding this effect is also important for 

assessing the roles of additives in enzymatic activity and protein conformational 

changes.70 

The chemical potential of the protein component is changed by the concentration of 

the additive in two ways. First, due to protein-additive net interactions, the additive can 

modify the thermodynamic state of the individual protein molecules. This can be 

described by the first derivative of protein chemical potential with respect to the additive 

concentration. Second, the additive can modify protein-protein net interactions, i.e., the 

collective behavior of the protein molecules. This can be described by the effect of the 

additive on the first derivative of protein chemical potential with respect to protein 

concentration. These two independent thermodynamic properties may be related to each 

other only if a microscopic model is introduced. Thus, a microscopic model may be 

reliable if it accurately describes both of them. 

These thermodynamic aspects of protein-additive aqueous solutions have been 

investigated using several experimental techniques. Liquid-liquid partitioning,71 

equilibrium dialysis,72 and ternary diffusion73 are examples of techniques that have been 

used to determine protein-additive interactions. On the other hand, light scattering,74 X-

ray scattering,75 and self-interaction chromatography76 are examples of techniques 

usually used to determine the effect of additive on protein-protein interactions, mainly 
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through second-virial-coefficient data. The corresponding experimental results have been 

interpreted by using microscopic models based on preferential hydration (or binding).72 

DLVO (Derjaguin-Landau-Verwey-Overbeek) interactions,77 depletion interactions (a.k.a. 

macromolecular crowding),78 and Donnan equilibrium.79  

Among all additives, polyethylene glycol (PEG) is a hydrophilic nonionic polymer 

used in many biochemical and pharmaceutical applications. Due to its mild action on the 

biological activity of cell components, PEG is commonly used for liquid-liquid 

partitioning,80 the precipitation of biomacromolecules,2 and the preparation of 

biomaterials.81 In protein crystallography, PEG is considered the most successful 

precipitating agent for the production of protein crystals.2 Due to the extensive practical 

use of PEG, it is of fundamental importance to understand the thermodynamic behavior 

of protein-PEG aqueous solutions. It is generally believed that the main mechanism of 

action of PEG on proteins can be described through the influence of mutual volume 

exclusion on the entropy of the system.75,78 This mechanism is usually denoted using the 

terms: “depletion interactions”82 or “macromolecular crowding”.83 Models based on 

depletion interactions have been successful in describing the effect of polymers on model 

colloidal suspensions especially in relation to their phase transitions.84-86 Recently, light56 

and X-ray87 scattering measurements have been even used to characterize both protein-

protein interactions and protein-PEG interactions. The corresponding results show that 

depletion interaction models cannot be used to describe all protein cases.56 Nonetheless, 

they have been qualitatively successful in describing the effect of PEG molecular weight 

on the thermodynamic behavior of protein solutions.4,55,87 To our knowledge, the internal 

consistency between the experimental results on protein-PEG interactions and those on 
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the effect of PEG concentration on protein-protein interactions has not been 

quantitatively examined yet. This would be a valuable tool for verifying the validity of 

existing microscopic models and for developing more accurate ones. In this dissertation, 

we report an experimental investigation of the liquid-liquid phase separation (LLPS) of 

aqueous bovine serum albumin (BSA) in the presence of relatively small amounts of PEG 

with an average molecular weight of 1450 g/mol (PEG1450) (Chapt 8). LLPS of initially 

stable protein-PEG-buffer mixtures can be induced when the temperature is lowered. 

Since LLPS is driven by the presence of net attractive interactions between protein 

molecules, the location of the corresponding phase boundary in the temperature-

concentration phase diagram has been measured to characterize molecular interactions. 

Furthermore, LLPS is metastable with respect to other phase transformations.52,88 Thus, 

this phase transition is interesting not only because it competes with crystallization, 

aggregation, and gelation but also because it provides a distinctive kinetic route for these 

other processes.  We experimentally characterize two thermodynamically independent 

properties of the phase boundary: (1) the effect of PEG1450 concentration on the LLPS 

temperature; (2) BSA/PEG1450 partitioning in the two liquid coexisting phases. We then 

use thermodynamic perturbation theory to relate the first property to the effect of PEG 

concentration on protein-protein interactions and the second property to protein-PEG 

interactions. The reliability of a depletion-interaction model is then examined for this 

system by investigating its ability in describing both experimental properties. Due to the 

general importance of LLPS of protein solutions,9,51,52,88-92 we will also show how phase 

separation can be induced when the temperature of a protein-PEG-buffer solution is 
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either lowered or increased; i.e., two liquid-liquid phase transitions can be observed for 

the same mixture. 

Depletion interaction in a protein-PEG-buffer ternary system can be theoretically 

characterized with the knowledge of microscopic parameters such as the radius of protein 

and gyration radius of PEG.93-96 Current theoretical estimations of the depletion 

interactions have been made using the ideal-coil polymer model.95-97 In the case of 

colloid (with radius of ~100nm)-polymer-solvent systems, theoretical results were in 

good agreement with both experiments and computer simulations.98,99 However, this 

approach has failed in the case of protein-polymer-buffer solutions to quantitatively 

describe experimental results.55 We will show that a large contribution of the observed 

discrepancy can be attributed to the dependence of depletion interactions on the polymer 

structure (i.e., bond length and angle, and conformational properties). This polymer-

structure dependence is negligible in the colloid case because the size of colloidal particle 

is much larger than the bond length in a polymer coil.  In the case of proteins (with a 

radius less than 10nm), this dependence becomes significant. Here the bond length of a 

polymer may no longer be negligible compared to the protein radius. In Chapt 9, we 

examine the dependence of depletion interactions on polymer structure in a suspension of 

hard spheres by Monte Carlo simulations. Using this method, we also show that depletion 

interactions can be affected by temperature. This is examined in Chapt 10. These 

investigations are crucial for improving current estimations of depletion interactions in 

protein-polymer-buffer systems starting from microscopic parameters such as the size of 

the macromolecules. 
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Finally, the phase behavior of protein solutions becomes even more intriguing if 

proteins undergo chemical association in solution. It is well-established in the 

polymerization field that isothermal polymerization reactions of small organic molecules 

can bring about phase transitions from initially homogeneous liquid mixtures.100-107 This 

phenomenon is quite common in industrial polymerization processes.108 The observed 

phase separation is related to the poor monomer-solvent miscibility and to the decrease of 

solution mixing entropy caused by polymerization. The interplay between polymerization 

and phase transitions is responsible for various microscopic two-phase patterns. Hence, 

several types of polymer-rich phases such as crystals, amorphous aggregates, 

microspheres, or bicontinuous gel-like networks can be produced depending on the 

chosen experimental conditions.100-108 According to the type of application, one polymer-

rich phase is preferred with respect to another. Thus, polymerization-induced phase 

transitions have been extensively studied to understand and control phase morphologies. 

Polymerization reactions also involve large molecules such as proteins. For example, 

actin29 and sickle-cell hemoglobin30,31 are known to undergo polymerization in living 

organisms. Hence, protein association in aqueous solutions has been investigated for 

understanding both the behavior of living systems and the formation of protein 

aggregates associated with various diseases.9,29-31,107,108 The association of proteins also 

can be intentionally induced by chemical cross-linking, using bifunctional agents such as 

glutaraldehyde.15,22-28 Protein cross-linking has found applications in biochemistry for 

studying protein-protein interactions and crystallography for the chemical stabilization of 

good-quality protein crystals.2 Furthermore, it is also very valuable for the preparation of 

protein-based materials relevant to applications in biotechnology and materials 
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science.22,23 For instance, in enzymology, cross-linked enzyme crystals24 and aggregates25 

find applications relevant to petroleum products, due to their superior stability and 

recyclability as compared to the free enzyme.  In pharmaceutics, cross-linked albumin 

microspheres are used for loading drugs relevant to medical diagnosis and drug 

delivery.26 These applications of proteins as materials are expected to steadily increase 

due to protein engineering. In the absence of cross-linking agents, protein aqueous 

solutions are generally subject to phase transformations such as crystallization, 

aggregation, and gelation, depending on the experimental conditions.2, 29-36  Currently, it 

is not well-understood how a given experimental condition favors one transformation 

relative to another. In Chapt 11, we demonstrate that, under specific experimental 

conditions, the addition of glutaraldehyde to homogeneous aqueous solutions can 

isothermally induce LLPS and the consequent formation of cross-linked protein-rich 

droplets. We relate this phenomenon to protein oligomerization in solution. This behavior 

is analogous to the phase separation induced by the polymerization of small organic 

molecules. Although glutaraldehyde has been extensively used to cross-link protein 

molecules, to our knowledge, its use in homogeneous solutions to induce LLPS has not 

been previously described. Understanding how protein cross-linking induces LLPS and 

the design of the experimental conditions that favors this process is of fundamental 

importance for applications of proteins in chemistry, biology, and materials science. 
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2. Thermodynamics of Protein Aqueous Solution 

 

The phase behavior of protein aqueous solution can be predicted using the system’s 

Helmholtz free energy, 𝐹𝐹, or the Gibbs free energy, G for liquid and solid phases.4,55,60,110 

The driving force for phase transitions is the difference of chemical potentials µi of a 

component i in different phases under specific conditions of temperature and composition. 

The chemical potentials µi is defined as: 

                            𝜇𝜇𝑖𝑖 = (𝜕𝜕𝜕𝜕/𝜕𝜕𝑛𝑛𝑖𝑖)𝑇𝑇,𝑉𝑉,𝑛𝑛𝑗𝑗≠𝑖𝑖      or         𝜇𝜇𝑖𝑖 = (𝜕𝜕𝜕𝜕/𝜕𝜕𝑛𝑛𝑖𝑖)𝑇𝑇,𝑃𝑃,𝑛𝑛𝑗𝑗≠𝑖𝑖                           (1) 

where T is the temperature, V is the volume of the system, P is the pressure of system and 

ni is the molar number of component i. The equilibrium conditions for two coexisting 

phases I and II are 𝜇𝜇𝑖𝑖(I) = 𝜇𝜇𝑖𝑖(II) for all components,  𝑇𝑇(I) = 𝑇𝑇(II) and P(I) =P(II).  

We now observe that the total volume of protein solutions is not significantly 

changing upon phase transitions. We can describe their thermodynamic behavior by 

assuming that these systems are incompressible. We will now show that an 

incompressible solution of three components (two solutes and one solvent) can be 

equivalently treated as a “gaseous” mixture of two components only. Specifically, we 

consider a protein-polymer-solvent ternary system composed of n1 moles of protein 

molecules, n2 moles of polymer molecules and n0 moles of solvent molecules. Assuming 

the partial molar volumes of protein, 𝑉𝑉�1 , and polymer, 𝑉𝑉�2 , do not depend on the 

composition at constant temperature and pressure, the partial molar volume of solvent, 𝑉𝑉�0 

is also constant according to the Gibbs-Duhem relation. This implies that the total volume 

is not changing upon replacing one protein mole with 𝑉𝑉�1/𝑉𝑉�0 solvent moles or one 
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polymer mole with 𝑉𝑉�2/𝑉𝑉�0 solvent moles, i.e. the volume change caused by mixing is zero. 

Within this assumption, the total volume is an invariant when phase transition occurs.  

The total volume change, dV, of an open system at constant T and P is given by,  

                                            d𝑉𝑉 = 𝑉𝑉�1d𝑛𝑛1 + 𝑉𝑉�2d𝑛𝑛2 + 𝑉𝑉�0d𝑛𝑛0                                                   (2)  

and the Helmholtz free energy change, dF, of an open system at constant T and P is,  

                                      d𝐹𝐹 = −𝑝𝑝d𝑉𝑉 + 𝜇𝜇1d𝑛𝑛1 + 𝜇𝜇2d𝑛𝑛2 + 𝜇𝜇0d𝑛𝑛0                                        (3)  

If we substitute dn0 in eq 3 with the corresponding expression obtained from eq 2, we 

obtain: 

                          d𝐹𝐹 = −(𝑝𝑝 − 𝜇𝜇0/𝑉𝑉0)d𝑉𝑉 + (𝜇𝜇1 − 𝛾𝛾1𝜇𝜇0)d𝑛𝑛1 + (𝜇𝜇2 − 𝛾𝛾2𝜇𝜇0)d𝑛𝑛2             (4) 

where 𝛾𝛾1 ≡ 𝑉𝑉�1/𝑉𝑉�0 and 𝛾𝛾2 ≡ 𝑉𝑉�2/𝑉𝑉�0.  

We then consider a system made of pure solvent with the same total volume V, 

containing 𝑛𝑛0
′ = 𝛾𝛾1𝑛𝑛1 + 𝛾𝛾2𝑛𝑛2 + 𝑛𝑛0 solvent moles. The free energy change of this system 

is expressed by: 

                                    d𝐹𝐹′ = −𝑝𝑝d𝑉𝑉 − 𝜇𝜇0
′ d𝑛𝑛0

′ = −(𝑝𝑝 − 𝜇𝜇0
′ /𝑉𝑉0)d𝑉𝑉                                    (5) 

where 𝜇𝜇0
′  is the chemical potential of pure solvent.  

If we take the difference between eq 4 and eq 5, we obtain: 

                  d(𝐹𝐹 − 𝐹𝐹′) =
(𝜇𝜇0 − 𝜇𝜇0

′ )d𝑉𝑉
𝑉𝑉0

+ (𝜇𝜇1 − 𝛾𝛾1𝜇𝜇0)d𝑛𝑛1 + (𝜇𝜇2 − 𝛾𝛾2𝜇𝜇0)d𝑛𝑛2               (6) 

We notice that 𝐹𝐹 − 𝐹𝐹′ is the change of free energy of replacing a given amount of 

solvent molecules with the same volumetric amount of protein and polymer molecules. 

Because the osmotic pressure of the ternary solution is defined by 𝛱𝛱 ≡ −(𝜇𝜇0 − 𝜇𝜇0
′ )/𝑉𝑉0, 

we then obtain: 

                                               d𝐹𝐹� = −𝛱𝛱d𝑉𝑉 + 𝜇𝜇�1d𝑛𝑛1 + 𝜇𝜇�2d𝑛𝑛2                                              (7) 



12 
 

where 𝐹𝐹� ≡  𝐹𝐹 − 𝐹𝐹′ , 𝜇𝜇�1 ≡ 𝜇𝜇1 − 𝛾𝛾1𝜇𝜇0 and 𝜇𝜇�2 ≡ 𝜇𝜇2 − 𝛾𝛾2𝜇𝜇0. Eq 7 describes the free energy 

change, d𝐹𝐹�, for an effective two component system, i.e. a “compressible binary fluid”, 

where 𝜇𝜇�1  and 𝜇𝜇�2  are the protein and polymer effective chemical potentials in this 

“gaseous” mixture. Note that the osmotic pressure becomes the actual pressure of this 

effective fluid system. 

It is convenient to introduce the reduced free energy:  

                                                       𝑓𝑓 ≡
𝐹𝐹� − 𝑛𝑛1𝜇𝜇�1

0 − 𝑛𝑛2𝜇𝜇�2
0

𝑅𝑅𝑅𝑅𝑅𝑅
                                                        (8) 

where 𝜇𝜇�1
0and 𝜇𝜇�2

0 are the standard chemical potentials and R is the ideal gas constant.  

Because the Gibbs free energy is given by 𝐺𝐺� = 𝑛𝑛1𝜇𝜇�1 + 𝑛𝑛2𝜇𝜇�2, the Helmholtz free energy 

can be expressed by  𝐹𝐹� = 𝑛𝑛1𝜇𝜇�1 + 𝑛𝑛2𝜇𝜇�2 −𝛱𝛱𝛱𝛱. Then the reduced free energy is given by 

                                          𝑓𝑓 =
[𝑐𝑐1(𝜇𝜇�1 − 𝜇𝜇�1

0) + 𝑐𝑐2(𝜇𝜇�2 − 𝜇𝜇�2
0) − 𝛱𝛱]

𝑅𝑅𝑅𝑅
                                       (9) 

where 𝑐𝑐1 ≡ 𝑛𝑛1/𝑉𝑉 and 𝑐𝑐2 ≡ 𝑛𝑛2/𝑉𝑉 are the molar concentrations of the protein and polymer 

components respectively. If we define the reduced chemical potentials of protein and 

polymer and osmotic pressure as: 

                             𝜇̂𝜇1 ≡
(𝜇𝜇�1 − 𝜇𝜇�1

0)
𝑅𝑅𝑅𝑅

                                       

                                                           𝜇̂𝜇2 ≡
(𝜇𝜇�2 − 𝜇𝜇�2

0)
𝑅𝑅𝑅𝑅

                                                            (10) 

𝛱𝛱� ≡
𝛱𝛱
𝑅𝑅𝑅𝑅

                      

then the reduced free energy of the compressible protein-polymer fluid is given by: 

                                                        𝑓𝑓 = 𝑐𝑐1𝜇̂𝜇1 + 𝑐𝑐2𝜇̂𝜇2 − 𝛱𝛱�                                                     (11) 
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We note that the reduced chemical potentials of protein and polymer can be directly 

related to the reduced free energy by: 

                                         𝜇̂𝜇1 = �𝜕𝜕𝑓𝑓/𝜕𝜕𝑐𝑐1�𝑇𝑇,𝑉𝑉,𝑐𝑐2
 and  𝜇̂𝜇2 = �𝜕𝜕𝑓𝑓/𝜕𝜕𝑐𝑐2�𝑇𝑇,𝑉𝑉,𝑐𝑐1

                      (12) 

We now observe what happens to the thermodynamic properties in the limiting case of an 

ideal gas mixture. In this case, we have: 𝜇̂𝜇1 = ln(𝑐𝑐1),  𝜇̂𝜇2 = ln(𝑐𝑐2), and the ideal-gas 

equation of state: 𝛱𝛱� = 𝑐𝑐1 + 𝑐𝑐2. Correspondingly, the reduced free energy for ideal gas 

mixture is given by 

                                                      𝑓𝑓 = 𝑐𝑐1 ln �
𝑐𝑐1

𝑒𝑒
�+ 𝑐𝑐2 ln �

𝑐𝑐2

𝑒𝑒
�                                            (13) 

This thermodynamic formalism is usually employed for protein solutions and colloidal 

suspensions in general. We will use this formalism throughout this dissertation. 

 

 

3. Phase Behavior of Protein Solution 

 

Protein condensed phases can be formed in solution through liquid-solid phase 

transition (crystallization), and liquid-liquid phase transition.90,110,111 The reference 

system for proteins, colloids and simple fluids (e.g., argon) is a hard-sphere suspension. 

The phase diagram of this system is shown in Fig 1a. This diagram describes the presence 

of temperature-independent solid-fluid phase transition. The typical phase diagrams of 

protein systems are analogous to those of colloid systems (Fig 1c) and different from 

those of atomic/small molecular systems (Fig 1b) due to the relatively short-range nature 

of attraction between protein molecules.90, 110, 111  

Atomic/small molecular systems are usually modeled by hard cores with a 

relatively long-range attraction. The phase diagram shows the occurrence of the gas, 
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liquid, and solid phases. We can also observe the existence of a critical point and a triple 

point (Fig 1b). At temperatures above the critical point, there is no gas-liquid equilibrium 

in the whole concentration range and the system is in a state of supercritical fluid. At the 

triple point, gas, liquid, and solid phases coexist. For protein and colloid particles, the 

range of attractive interaction may become comparable to or shorter than their diameter. 

These particles are usually modeled by hard cores with a very short-range attraction. In 

this case, equilibrium between protein solution (described as a supercritical fluid) and the 

protein crystal is also obtained. However, it is important to remark that a coexistence 

domain of protein-poor solution and protein-rich solution (described as a gas-liquid 

coexistence domain) is located within the fluid-solid coexistence domain, and the triple 

point does not exist in the phase diagram (Fig 1c). Thus, liquid-liquid phase separation 

(LLPS) of protein solution is metastable with respect to the liquid-solid transition. LLPS 

of a protein solutions is not only a direct tool for probing protein-protein interaction, but, 

due to its metastability, may also have dramatic effects on the kinetics of  crystallization 

because of critical fluctuations and wetting of crystal nuclei.52,88  

Interestingly, due to the short-range nature of protein-protein attraction, 

macroscopic aggregation and gelation may also occur depending on the location in the 

phase diagram (Fig 2). These non-equilibrium phase transformations compete with LLPS 

and crystallization. This leads to a usually very narrow crystallization domain for protein 

systems. The knowledge of phase diagrams and supersaturation conditions is also 

important for describing non-equilibrium phase transformation and for rationally 

controlling protein-condensation processes. 
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Figure 1. Phase diagram of one component system (adapted from ref 90), where 
T is temperature and φ is the particle volume fraction. (A), Hard spheres only 
have fluid (F) and crystal (S) phases; (B), atomic/small molecular systems 
modeled by hard sphere core with long range attraction may be in equilibrium 
between gas (G), liquid (L), and solid (S) phase; Their phase diagrams contain 
both critical point and triple point. (C), protein and colloid systems modeled by 
hard sphere core with short range attraction. In this chase, the triple point no 
longer exists, and the liquid-liquid coexistence described as a gas-liquid 
equilibrium becomes metastable with respect to liquid-crystal equilibrium. 
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When there is strong anisotropic short-range attraction, proteins may also assemble 

into new ordered condensed phases.112 For example, proteins, such as actin and sickle cell 

hemoglobin can form ordered condensed phases including fibrils and sheets.5,113,114 

Therefore, protein condensation is very complicated and highly diverse, and the type of 

observed condensed phase depends on the initial position of the system in the phase 

diagram.90,111,115 

Figure 2. Phase diagram of protein solution (adapted from ref 90). Due to the 
short range attraction of proteins, non-equilibrium phase transformations 
such as aggregation and gelation may also occur in protein systems 
depending on the thermodynamic supersaturation. These non-equilibrium 
phase transformations compete with LLPS and crystallization. This leads to a 
usually very narrow crystallization domain for protein systems. 
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4. Protein-Protein Interactions in a Protein-Buffer system 

 

Protein condensation is driven by attractive protein-protein interactions. From a 

thermodynamic point of view, protein-protein interactions are described by the protein 

effective gas component as described earlier (Section 2).4, 55, 60,   

The theromodynamic of the one-component protein “fluid” can be described using 

the virial equation of state: 

                                                            𝛱𝛱� = 𝑐𝑐1(1 + 𝐵𝐵𝑐𝑐1 + 𝐶𝐶𝑐𝑐1
2 + ⋯ )                                        (14) 

where B and C are called second and third virial coefficients respectively.116,117 If solvent 

is regarded as a continuum fluid, the second virial coefficient B describes two-body 

solvent-mediated interactions, while the third virial coefficient describes three-body 

solvent-mediated interactions. In statistical thermodynamics,118 second virial coefficient 

for isotropic interactions is related to the mean-force potential energy U(r) between two 

protein molecules: 

                                                    𝐵𝐵 = 2𝜋𝜋𝑁𝑁𝐴𝐴 � �1 − 𝑒𝑒−𝑈𝑈(𝑟𝑟)/𝑘𝑘𝑘𝑘�
∞

0
𝑟𝑟2𝑑𝑑𝑑𝑑                                   (15) 

where r is the center-to-center distance between protein molecules, and NA is the 

Avogadro number. If proteins are treated as hard spheres we obtain from eq 15: 

                                                                           𝐵𝐵 = 4𝑉𝑉�1                                                            (16) 

where 𝑉𝑉�1 is the protein partial molar volume, and σ is its diameter. 

If we introduce a square-well potential (Section 7 of Chapt 8) with the range of λσ and 

the depth of ε , equation 16 becomes: 

                                                   𝐵𝐵 = 4𝑉𝑉� ��1 − 𝑒𝑒−
𝜀𝜀
𝑘𝑘𝑘𝑘� (𝜆𝜆3 − 1) + 1�                                  (17) 
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According to the Gibbs-Duhem equation at constant temperature, we obtain: 

                                                               dΠ� = 𝑐𝑐1d𝜇̂𝜇1                                                       (18) 

We can therefore write:  

                                        𝑐𝑐1
∂𝜇̂𝜇1

∂𝑐𝑐1
=
∂Π�
∂𝑐𝑐1

= 1 + 2𝐵𝐵𝑐𝑐1 + 3𝐶𝐶𝑐𝑐1
2 + ⋯                              (19) 

Thus, the protein chemical potential can then be expressed by: 

                                         𝜇̂𝜇1 = ln(𝑐𝑐1) + 2𝐵𝐵𝑐𝑐1 + 3𝐶𝐶𝑐𝑐1
2 + ⋯                                       (20) 

 

 

5. Theoretical LLPS Phase Boundary 

 

Protein-Protein net attractive interactions are responsible for LLPS. Protein 

chemical potential is used to theoretically determine the LLPS phase boundary.110, 119 The 

equilibrium conditions for LLPS of protein-buffer binary system are: 

                                                        𝜇̂𝜇1(𝑐𝑐1
I ) = 𝜇̂𝜇1(𝑐𝑐1

II )                                                     (21) 

                                                        𝛱𝛱�(𝑐𝑐1
I ) = 𝛱𝛱�(𝑐𝑐1

II)                                                       (22) 

Using the following thermodynamic relations: 

                                                      𝛱𝛱� = 𝑐𝑐1𝜇̂𝜇1 − 𝑓𝑓                                                            (23) 

                                                     𝜇̂𝜇1 = �
𝜕𝜕𝑓𝑓
𝜕𝜕𝑐𝑐1

�
𝑇𝑇,𝑉𝑉

                                                           (24) 

we obtain the following equivalent expression for the equilibrium condition expressed by 

eq 22: 

                                       (𝑐𝑐1
II − 𝑐𝑐1

I )𝜇̂𝜇1(𝑐𝑐1
I ) = � 𝜇̂𝜇1(𝑐𝑐1)d𝑐𝑐1

𝑐𝑐1
II

𝑐𝑐1
I

                                    (25) 
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where 𝑐𝑐1
I  and 𝑐𝑐1

II  stand for protein concentrations in phase I and II. Eq 18 is equivalent to 

the Maxwell equal-area rule.110  

Eqs 21 and 25 can be used to reconstruct the LLPS phase boundary from an 

expression of 𝜇̂𝜇1 obtained by either fitting chemical potential data obtained applying the 

Monte Carlo method or by thermodynamic perturbation theory.110 A typical plot of 𝜇̂𝜇1 as 

a function of 𝑐𝑐1 is shown in Fig. 3 at different temperatures. The values of 𝑐𝑐1 and T at 

critical point, 𝑐𝑐1
𝑐𝑐  and Tc, can be obtained using the conditions: 

                                        𝜕𝜕𝜇̂𝜇1/𝜕𝜕𝑐𝑐1  = 0   and  𝜕𝜕2𝜇̂𝜇1/𝜕𝜕𝑐𝑐1
2 = 0                                      (26)   

Below the critical temperature, the 𝜇̂𝜇1-𝑐𝑐1 plots have a region with negative slope, 

𝜕𝜕𝜇̂𝜇1/𝜕𝜕𝑐𝑐1  < 0 (Fig 3). This region is a thermodynamically unstable domain which is 

delimited by the spinodal boundary, where 𝜕𝜕𝜇̂𝜇1/𝜕𝜕𝑐𝑐1 = 0.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Typical isothermal plots of 𝜇̂𝜇1  as a function of 𝑐𝑐1(adapted from ref 
110). Temperature values for the four curves decrease from top to bottom. The 
crosses denote the points on the spinodal boundary, and the vertical bar denotes 
the points on the LLPS boundary. The horizontal dashed line illustrates the 
Maxwell equal-area rule. 
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6. Macromolecular Crowding 

 

We now remark that LLPS of protein-buffer solutions has been observed only for 

few protein cases (e.g., lysozyme and eye-lens crystallins).52,40,44,66,120 There are two 

reasons which may explain why this phase transition has not been observed in many 

protein cases.  First, the LLPS boundary may be theoretically located at temperature 

values outside the accessible temperature domain, where the solution freezes. Second, 

LLPS may require relatively high protein concentrations. At these concentrations, the 

kinetics of other phase transformations may be too fast and LLPS cannot be observed. 

However, LLPS may be observed for a wider range of protein cases by increasing the 

isotropic attraction between the protein molecules.4,55  One known example of isotropic 

attraction is the depletion attraction, which has been investigated in the case of colloid-

polymer suspensions.90,93,94,111,121-123 It is believed that depletion attractions can be also 

brought about by the addition of polymers to the protein-buffer system.4,55  The use of 

polymers to increase protein-protein attraction thereby inducing protein condensation is 

also known as macromolecular crowding.83 One widely used polymer for inducing 

protein condensation is indeed PEG.2,4,55,82 

 

 

A depletion interaction is an entropic force. This is generated by the steric exclusion 

between two different types of particles. 93, 94  In Fig 4, we can appreciate that the mass 

centers of polymers are excluded from a shell region called depletion layer (gray layers) 

surrounding the two spherical particles (black circles) representing the protein molecules. 

OH
O

H
n
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In order to maximize the entropy of system, the depletion layers tend to overlap to release 

more free volume for polymer. 

 

 

 

 

 

 

 

 

 

 

The condensation of compact globular particles in the presence of polymer coils 

was first described by Asakura and Oosawa in 1954.84 Asakura and Oosawa93 first and 

Vrij94 later have treated the compact particles as hard spheres and the coil polymers as 

interpenetrable spheres with radius, 𝑅𝑅AO . We shall call these model coils AO spheres. We 

note that their theory assumes that steric interactions occur between one hard sphere and 

one AO sphere, however no steric interaction occurs between two AO spheres. This 

mimics the behavior of ideal polymer chains. We will now discuss the depletion potential 

energy between two particles in the presence of AO spheres. We first consider the 

simplest case for which the particles are two parallel plates located inside a box filled of 

AO spheres (now represented as black circles in Fig 5). If the AO spheres are small, they 

Figure 4. Depletion attraction between spherical particles induced by polymers. 
The solid black circles represent two globular protein molecules. The coils 
represent polymers. The gray shell areas represent the depletion layers.  

Depletion layer 

Free volume 
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can move into the inner region between two plates freely (Fig 5a). In this case, the 

osmotic pressures on the inner sides and outer sides of the plates are equal to each other. 

However, if the AO spheres are large, they cannot access the inner region between the 

plates when the distance between the plates is smaller than the diameter of the AO 

spheres (Fig 5b). Therefore, the osmotic pressure on the outer sides of the plates is higher 

and cannot be balanced. Thus, the plates are subjected to a force: 

                                                       𝐹𝐹(𝑟𝑟) = �−𝛱𝛱𝛱𝛱              0 ≤ 𝑟𝑟 < 2𝑅𝑅AO
0                 𝑟𝑟 > 2𝑅𝑅AO        

�                                (27) 

where Π is the osmotic pressure, A is the area of the plate, and r is the inter-plate distance. 

The negative sign describes the attractive nature of the interaction. It is important to 

observe that the AO-sphere concentration, which is proportional to the osmotic pressure, 

affects the magnitude of the force. On the other hand, the size of the AO spheres affects 

the range of the force.  

If the plates are replaced by two hard spheres, these two particles will be subjected to a 

similar force (Fig 6). If we take into account the geometric properties of the depletion 

layer, this force can be calculated:  

                  𝐹𝐹(𝑟𝑟) = � −�
𝜋𝜋
4
�Π[4(𝑅𝑅 + 𝑅𝑅AO )2 − 𝑟𝑟2]            2𝑅𝑅 ≤ 𝑟𝑟 < 2(𝑅𝑅 + 𝑅𝑅AO )

0                                                         𝑟𝑟 > 2(𝑅𝑅 + 𝑅𝑅AO )        
�            (28) 

where 𝑅𝑅  is the diameter of the hard spheres. 

According to the definition of potential energy 𝑈𝑈(𝑟𝑟) ≡ −∫ 𝐹𝐹(𝑟𝑟)d𝑟𝑟∞
0 , the depletion 

interaction potential between two spherical particles can be obtained by integrating eq 28: 

𝑈𝑈(𝑟𝑟) = �

        ∞                                                                                        𝑟𝑟 < 2𝑅𝑅                      (29)

 −�
𝜋𝜋

12
�Π[16(𝑅𝑅 + 𝑅𝑅AO )3 − 12(𝑅𝑅 + 𝑅𝑅AO )2𝑟𝑟 + 𝑟𝑟3]   2𝑅𝑅 ≤ 𝑟𝑟 < 2(𝑅𝑅 + 𝑅𝑅AO )      

        0                                                                                          𝑟𝑟 > 2(𝑅𝑅 + 𝑅𝑅AO )             

� 
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Figure 5. Depletion attraction between two parallel plates in the presence of AO 
spheres (black circles). (A) If the AO spheres are small, there is no significant depletion 
effect. (B) If the AO spheres are large, there is an effective attraction between the plates. 

Figure 6. Depletion attraction between two hard spheres in the presence of AO spheres. 
The dashed circles identify the depletion layers.  
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In Fig 6, we can appreciate that the depletion interaction arises from the unbalanced 

osmotic pressure due to the overlapping of the depletion layers, which have a thickness 

equal to the AO sphere radius, 𝑅𝑅AO . We can rewrite eq 28 by introducing the overlapping 

volume of depletion layer, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  and the normalized thickness of the depletion layer, 

𝑞𝑞 = 𝑅𝑅AO /𝑅𝑅:95 

                          𝑈𝑈(𝑟𝑟) = �
∞                                    𝑟𝑟 < 2𝑅𝑅               

 −𝛱𝛱𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜                      2𝑅𝑅 ≤ 𝑟𝑟 < 2(1 + 𝑞𝑞)𝑅𝑅
0                                       𝑟𝑟 > 2(1 + 𝑞𝑞)𝑅𝑅      

�                     (29) 

𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =
4𝜋𝜋(1 + 𝑞𝑞)3𝑅𝑅3

3
�1 −

3𝑟𝑟
4(1 + 𝑞𝑞)𝑅𝑅

+
𝑟𝑟3

16(1 + 𝑞𝑞)3𝑅𝑅3�   

The osmotic pressure generated by AO spheres is given by 𝛱𝛱 = 𝑐𝑐𝑒𝑒𝑅𝑅𝑅𝑅, where 𝑐𝑐𝑒𝑒  is 

the effective molar concentration of AO-spheres in the free volume. This concentration is 

𝑐𝑐𝑒𝑒 = 𝑐𝑐/𝛼𝛼, where c is the overall concentration of AO-spheres and 𝛼𝛼 is the free-volume 

fraction for AO spheres in the presence of hard spheres. We note that the depletion-

interaction potential is proportional to temperature. This is consistent with the depletion 

potential being entropic in nature. 

It is important to observe that actual polymer chains can be only approximately 

described as AO spheres, because we cannot neglect their conformational 

entropy.94,96,124,125 Thus the depletion layer around hard spheres defined for AO spheres 

has a non negligible coil concentration.  

The density of segments of the polymer coil, ρ (x), where 𝑥𝑥 ≡ 𝑟𝑟/𝑅𝑅, at a distance r 

from the center of a hard sphere has been independently studied by Eisenriegler et al.,124 

and Taniguchi et al.125 They have obtained the theoretical expression of segment density 
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profile ρ (x) /ρ for an ideal chain (see Appendix B for details), where ρ is the segment 

density in the bulk phase. A representative density profile ρ (x) /ρ is shown in Fig 7.  

 

 

 

 

 

 

 

 

  

 

 

 

Integration of the ρ (x) /ρ profile can be used to define the thickness of depletion 

layer corresponding to an equivalent AO-sphere (Fig 7). The polymer coil can be 

consider as an equivalent AO-sphere with a radius of 𝑅𝑅AO =  𝑞𝑞𝑅𝑅, where q is the reduced 

thickness of depletion layer described above. The value of q for the effective AO-sphere 

is given by: 

                                        � 4𝜋𝜋𝑥𝑥2[1 − 𝜌𝜌(𝑥𝑥)/𝜌𝜌]d𝑥𝑥
∞

1
= � 4𝜋𝜋𝑥𝑥2d𝑥𝑥

𝑞𝑞

1
                                        (30) 

Eq 30 is rewritten as 

                                   𝑞𝑞 = �1 + 3� 𝑥𝑥2[1 − 𝜌𝜌(𝑥𝑥)/𝜌𝜌]d𝑥𝑥
∞

1

3
− 1                                              (31) 
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Figure 7. Density of segment of polymer coil as a function of the normalized 
distance x ≡r/R from the surface of a hard sphere. The dashed line indicates 
density profile of an equivalent AO-sphere.  
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For an ideal chain, the spatial coordinates of its segments are changed in the 

presence of hard spheres. This is thermodynamically unfavorable because it decreases the 

conformational entropy of the coil. To maximize the conformational entropy, the 

spherical particles will get close to each other. This is equivalent to an attractive 

interaction between spherical particles. 

 

 

7. Phase Behavior of Protein Oligomers 

 

For small organic molecules, phase transitions have been commonly observed 

during the isothermal polymerization reactions in poor solvents.100-107 This phenomenon 

can be attributed to the corresponding decrease of mixing entropy.  

In order to illustrate the oligomerization effect on ∆𝑆𝑆, we consider a simple model 

system consisting of two indistinguishable spheres (monomer) in a box, which consists of 

four cells. Each cell can only be filled with one sphere (Fig 8). The box is first considered 

as one phase, and the concentration is 0.5 spheres per cell. The number of microscopic 

states of n spheres, i.e. the number of ways to fill n spheres into m cells, is equal to the 

combinatorial 𝐶𝐶𝑚𝑚𝑛𝑛 = �𝑚𝑚𝑛𝑛� . In our case, n=2 and m=4. Hence, we obtain 𝐶𝐶4
2 = 6 (see left 

side of Fig 9). We then consider the case in which the system separates into two phases: 

box 1 and 2 on the right side of Fig 8. We assume that box 1 is the dilute phase with zero 

concentration of spheres per cell, and box 2 is the concentrated phase with concentration 

of one sphere per cell. In this condition, the number of microscopic states of the two  
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Figure 9. Number of microscopic states for a model system consisting of one 
dimer (two black spheres connected by a solid line) in a volume of four cells 
before (left) and after (right) separation.  
 

Figure 8. Number of microscopic states for a model system consisting of two 
monomers (black spheres) in a volume of four cells before (left) and after phase 
separation (right). The solid circles represent the monomers. 
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spheres in the two phases is equals to one (see right side of Fig 8). Thus, for the sphere 

(monomer), the change of entropy upon phase separation of this system is: 

                                        ∆𝑆𝑆 = 𝑘𝑘ln(1) − 𝑘𝑘ln(6) = −𝑘𝑘 ln(6)                                       (32)   

We now consider the system after dimerization has occurred. We assume that only 

the spheres in neighboring cells can bind, i.e. the dimer cannot exist at the diagonal 

positions. Before phase separation, the number of microstates for the dimer of spheres is 

equal to four (see the left side of Fig 9). After phase separation, the number of 

microscopic states is equal to one (see the right side of Fig 9). Thus, the change of 

entropy upon phase separation for dimer is: 

                                    ∆𝑆𝑆 = 𝑘𝑘ln(1) − 𝑘𝑘ln(4) = −𝑘𝑘ln(4)                                          (33)                       

Therefore, for this model system, the decrease of entropy upon phase transition in the 

case of dimer is smaller than that for the monomer. 

Theoretical studies on phase equilibria for chain molecules have been conducted by 

Chapman et al.126 based on Wertheim’s first-order thermodynamic perturbation 

theory.127-131 In their work, a n-mer chain molecules was modeled by n connected hard 

spheres. A mean-field attractive interaction, which is responsible for phase transition, was 

considered to occur between the hard-sphere monomers. In this approach, the 

compressibility of the n-mer chain fluid was expressed as  

                                               𝑍𝑍𝑛𝑛 ≡
𝛱𝛱

𝑐𝑐𝑛𝑛𝑅𝑅𝑅𝑅
= 𝑛𝑛𝑍𝑍1 + 𝑍𝑍𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎                                            (34) 

where 𝑐𝑐𝑛𝑛  is the molar concentration of the n-chain, 𝑍𝑍1 is the monomer compressibility, i.e. 

the reference system. In their theory,  𝑍𝑍1 consists of two parts:  

                                                 𝑍𝑍1 = 𝑍𝑍𝐻𝐻𝐻𝐻 + 𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎                                                             (35) 
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where 𝑍𝑍𝐻𝐻𝐻𝐻  is hard-sphere compressibility and 𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  is related to the presence of an 

attractive interaction energy. 

In eq 34, 𝑍𝑍𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎  is the additional contribution to compressibility associated with the 

chain formation. It can be also written as a sum of two terms: the contribution, 𝑍𝑍𝐻𝐻𝐻𝐻𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ,  of 

hard sphere connectivity and the deviation, 𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , of monomer-monomer attractive 

energy due to sphere connectivity:  

                                                           𝑍𝑍𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑍𝑍𝐻𝐻𝐻𝐻𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + 𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏                                                 (36) 

Chapman et al.126 calculated 𝑍𝑍𝐻𝐻𝑆𝑆 using the Carnahan-Starling equation of state for hard 

spheres: 

                                                        𝑍𝑍𝐻𝐻𝐻𝐻 =
1 + 𝜙𝜙 + 𝜙𝜙2 − 𝜙𝜙3

(1 − 𝜙𝜙)3                                                  (37) 

and approximated  𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  using a mean-field attraction energy: 𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = −𝜀𝜀𝑀𝑀𝑀𝑀𝜙𝜙/𝑘𝑘𝑘𝑘 

where φ is the volume fraction of the chains, and εMF is the strength of the mean-field 

potential energy. The contribution 𝑍𝑍𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎  was calculated using first-order thermodynamic 

perturbation theory as described in Appendix F. The corresponding Helmholtz free 

energy of the n-mer chain fluid is obtained using:  

                                         𝑓𝑓𝑛𝑛  = 𝑐𝑐𝑛𝑛 ln(𝑐𝑐𝑛𝑛/𝑒𝑒) + 𝑐𝑐𝑛𝑛 �
𝑍𝑍𝑛𝑛 − 1
𝑐𝑐𝑛𝑛

𝑐𝑐𝑛𝑛

0
d𝑐𝑐𝑛𝑛                                        (38) 

Using this free energy expression, Chapman et al.126 have investigated the phase 

coexistence curve with several values of n (Fig 10). As we can see in Fig 10, the phase 

separation temperature at constant volume fraction increases with n. 

Based on Wertheim and Chapman’s theoretical framework, Banaszak et al.132 has 

extended this study to the chain fluids with sticky-sphere and square-well potentials. 

Similar dependence of phase transition temperature on n was observed. However, the 
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critical volume fraction is observed to increase as the range of interaction decreases. In 

conclusion, all these theoretical studies show that the phase-transition temperature 

increases with the degree of oligomerization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. The reduced liquid-vapor transition temperatures, 𝑇𝑇∗ ≡ 𝑘𝑘𝑘𝑘/𝜀𝜀MF , for n-
mer chain molecular fluid as a function of the chain volume fraction, φ.  𝜀𝜀MF  is 
strength of the mean-field potential energy. The curves are labeled with the 
number of spheres n in the chain. The dashed curve indicates the location of 
critical temperatures, Tc as a function of n. This figure is adapted from Chapman 
et al., Molecular physics, 1988, 65, 5, 1057-1079.  
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The increase of LLPS temperature with the degree of oligomerization has been 

experimentally observed for protein solution. Pande et al.133 have found that LLPS 

temperature of γB-crystallin under oxidative conditions increases with time. This is 

attributed to the formation of loosely associated oligomers through intermolecular 

disulfide bonds. Later, Asherie et al.134 have systematically investigated the LLPS of γ D-

crystallin and their oligomers. They have used bismaleimidohexane to link the thiol 

group on the surface of protein and produce well-defined dimers, trimers and mixture of 

higher n-mers. These oligomers were then separated and purified using size exclusion 

chromatography. They found that the LLPS temperatures for these well-defined 

oligomers increase with the degree of oligomerization (Fig 11). Finally, Annunziata et. 

al.109 have shown that native β B1-crystallin undergoes reversible oligomerization in 

aqueous solution but not LLPS. Interestingly, if β B1-crystallin is truncated to its N-

terminal (to mimic age-related degradation), reversible oligomerization is enhanced and 

gelation driven by LLPS is observed. All these studies provide the experimental evidence 

for the increase of phase separation temperature for protein solutions upon protein 

reversible and irreversible oligomerization. 
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Figure 11. LLPS boundaries for γ D-crystallin in 0.1M sodium phosphate (pH 
7.1). The open circles denote the monomer data, the solid circles denote the dimer 
data, and the solid triangles denote the trimer data. The solid curves are the fits to 
the experimental data using the equation |(𝜙𝜙 − 𝜙𝜙𝑐𝑐)/𝜙𝜙𝑐𝑐| = 𝐴𝐴(1 − 𝑇𝑇/𝑇𝑇𝑐𝑐)𝛽𝛽 , where A 
is fitting parameter , φc and Tc are critical volume fraction and temperature, β 
=0.325 is the critical exponent for the three-dimensional Ising model. This figure is 
adapted from Asherie et al., Biophysical Chemistry, 1998, 75, 213-227.  
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8. Protein Cross-linking 

 

Protein oligomerization may naturally occur through chemical bonds between 

amino-acid residues such as disulfide bonding of thiol groups in cysteines.135-138 It can 

also be induced by adding chemical cross-linkers.15,22-28 There is a large commercial 

selection of protein cross-linkers. They react with specific functional groups (primary 

amine group, thiol group, carboxylic group, etc.) on protein surface.140, 141 Several 

commonly used protein cross-linking approaches are shown as below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Primary amine NHS ester Amide bond NHS 

pH > 7 

N-Hydroxysuccinimide-esters (NHS-esters)142 

 

Primary amine Imidoester Amidine linkage methanol 

pH 8-9 

Imidoesters143 
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Maleimide144 

 

Thiol Maleimide Thioether bond 

pH 6.5-7.5 

Carbodiimide145 

 

Carboxylate Carbodiimide 

 

O-acylisourea 

O-acylisourea 
 

pH 4.5-7.5 

Primary amine 
 

Amide bond 
 

Urea derivative 
 

pH 4.5-7.5 

Step 1 

Step 2 
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The currently most widely used protein cross-linker is glutaraldehyde: 15, 22-28, 146 

 

 

Glutaraldehyde effectively cross-links many cases of free protein molecules in aqueous 

solution as well as protein crystals and aggregates over a wide pH range (  ≥ 3).146 X-ray 

crystallographic studies showed that cross-linking by glutaraldehyde has minor effect on 

protein structures.147-150  

Glutaraldehyde is soluble in water, and reacts with the ε-amino group of lysine on 

protein. At high pH, it may also react with some other amino group.146 The reactivity of 

glutaraldehyde increases with pH up to pH = 9, and the reactivity ranking for different 

amino acids is as follows: 

ε-amino > α-amino >> guanidinyl > secondary amino > hydroxyl group 

Practically in protein aqueous solution, gluraldehyde does not react with guanidinyl 

groups (arginine) and those with lower activity. The linkages between glutaraldehyde and 

lysine residues on proteins are complicated involving several mechanisms instead of 

simple Schiff base between aldehyde and amino group. The protein cross-linking by 

glutaraldehyde is irreversible even under the acidic condition, while typical Schiff bases 

are hydrolyzed in the acidic solution.146 Glutaraldehyde in aqueous solution undergoes 

cyclization and polymerization (Fig 12).146 The reaction between α,β-unsaturated 

aldehydes and amino groups on protein form robust cross-linking linkages.146 Monsan et 

al.151 proposed a mechanism of addition on the aldehydic part of the α,β-unsaturated 

aldehydes, which gives a Schiff base stabilized by conjugation (Fig 13(1) ). Richards and 

Knowles152 has proposed a slightly different mechanism of addition to ethylenic double 

O O

H H
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bonds (Fig 13(2) ). However, Hardy et al.153, 154 and Lubig et al.155 have proposed a 

different mechanism. They showed that two glutaraldehyde monomers react with two 

protein molecules to form a pyridinium compound (Fig 14). Therefore, the mechanism of 

protein cross-linking by glutaraldhyde is complicated and still not well understood. 

Reaction between glutaraldehyde and amine groups generates yellow chromophores. The 

resulting solutions also have a strong UV absorbance at 260-280 nm. 

CHOOHC
OOH OH

OOH O O OHn
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CHO CHO
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Figure 12. Glutaraldehyde in aqueous solution. 

Figure 13. Proposed mechanism of protein cross-linking by glutaraldehyde. 

(1) 

(2) 
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Chemical cross-linking of proteins have been extensively used to prepare protein-

based materials. In most cases, protein cross-linking not only leaves the tertiary and 

secondary structure of protein unchanged, but also enhances protein’s mechanical and 

thermal stability.147-150 Furthermore, if the cross-linking reactive groups are not located at 

the binding or catalytic moiety of enzyme, cross-linking will not significantly perturb the 

enzymatic activity of proteins.24, 25 

 

 

9. Protein Properties 

 

In this dissertation, we have investigated the physiochemical properties of protein 

aqueous solutions for three globular proteins: lysozyme from chicken egg white, Bovine 

Serum Albumin (BSA), and laccase from Trametes Versicolor. 

Lysozyme    Lysozyme (EC 3.2.1.17) is a family of enzymes destroying the cell wall 

of certain microorganisms. It catalyzes hydrolysis of β−1,4 glucosidic linkages between 

N-acetylmuramic acid and N-acetyl-D-glucosamine residues in a peptidoglycan and 

CHOOHC

N

N
+

Figure 14. Proposed mechanism of protein cross-linking by glutaraldehyde 

2 2 + NH2 
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between N-acetyl-D-glucosamine residues in chitodextrins.156 Lysozyme is abundant in a 

number of secretions, e.g. tears, saliva, and mucus. It can also be found in chicken egg 

white. The physicochemical and biological properties of chicken egg-white lysozyme 

have been extensively studied.157 It also crystallizes easily. This makes lysozyme a 

widely used protein model for the characterization of phase transitions.56,58,120,158,159  

Chicken egg-white lysozyme is composed of a single polypeptide chain of 129 

amino acids (Table 1). The molecular weight of lysozyme is 14,307g/mol. The isoelectric 

point is at pH=10.7. The secondary and tertiary structures of chicken egg-white lysozyme 

were determined by X-ray diffraction (Fig 15).160 The details of secondary structure are 

summarized in Fig 16. The polypeptide chain consists of 40% helical (7 helices; 52 

residues), 10% beta sheet (9 strands; 14 residues) and four intra molecular disulfide 

bridges. The unit cell of lysozyme crystal has the coordinates (27.07 Å, 31.25 Å, 33.76Å) 

and the angles between axises (87.98°, 108.00°, 112.11°).   

 

Table 1. Amino acids sequence of lysozyme 

1-10 K V F G R C E L A A 
11-20 A M K R H G L D N Y 
21-30 R G Y S L G N W V C 
31-40 A A K F E S N F N T 
41-50 Q A T N R N T D G S 
51-60 T D Y G I L Q I N S 
61-70 R W W C N D G R T P 
71-80 G S R N L C N I P C 
81-90 S A L L S S D I T A 

91-100 S V N C A K K I V S 
101-110 D G N G M N A W V A 
111-120 W R N R C K G T D V 
121-129 Q A W I R G C R L 
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Figure 15. Tertiary structure of chicken egg-white lysozyme determined 
by X-ray diffraction with resolution 0.65 Å. Image is rendered by vmd 
based on structure data from protein data bank (2VB1) 
 
 

Figure 16. Secondary structure of chicken egg-white lysozyme. The 
black helix represents α-helix; the wide arrow represents β-sheet; the 
gray curve represents turn; the dot line represents disulfide bond.   
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Bovine Serum Albumin (BSA)     BSA is a serum albumin protein which finds numerous 

biochemical applications. BSA is relatively stable, inert in many biochemical reactions, 

and present in large amount in bovine blood. It is used in western blot and Enzyme-

Linked Immunosorbent Assay (ELISAs) to block the nonspecific binding of protein to 

the membrane and plates.161 It is also used in restriction digest of DNA to prevent 

adhesion of restriction enzymes to the vessel’s wall. In colorimetric methods of 

measuring total protein concentration, BSA is used as the standard protein.162 In medical 

applications, Human Serum Albumin (HSA), which is similar to BSA, is often used as a 

biocompatible material for drug-delivery carriers.163  

BSA is usually present in a form of a dimer consisting of two identical polypeptide 

chains bridged by disulfide bonds. Each chain is composed of 525 amino acids (table 2).  

The molecular weight of BSA monomer is 66,400 g/mol. The isoelectric point of BSA is 

at pH = 5.0.   

The X-ray diffraction data for BSA is not available. However, it is available for 

HSA, which resembles BSA for 90% of its primary structure. The tertiary and secondary 

structure of BSA was determined by computer modeling based on amino acid 

composition of BSA and the X-ray diffraction data for HAS (PDB 2BXH) (Fig 17).164, 165 

HSA is rich in helices (29 helices; 399 residues), has no β sheet, and has 16 

intramolecular disulfide bridges. The unit cell of HSA crystal has the coordinates (54.71 

Å, 55.20 Å, 119.88Å) and the angles between axises (81.27°, 91.09°, 65.29°).   
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Table 2. Amino acids sequence of BSA 

 

1-10 S E I A H R F K D L 
11-20 G E H F K G L V L I 
21-30 A F S Q Y L Q C P F 
31-40 D E H V K L V N E L 
41-50 T E F A K T C V A D 
51-60 E S H A G C E K S L 
61-70 H T L F G D E L C K 
71-80 V A S L R E T Y G D 
81-90 M A D C E K Q E P E 

91-100 R N E C F L S H K D 
101-110 S P D L P K L K P D 
111-120 P N T L C D E F K A 
121-130 D E K F W G K Y L Y 
131-140 E I A R H P Y F Y A 
141-150 P E L Y A N K Y N G 
151-160 V F Q E C Q A E D K 
161-170 G A C L P K I E T M 
171-180 R E K V L A S A R Q 
181-190 R L R C A S I Q K F 
191-200 G E R A L K A W S V 
201-210 A R L S Q K F P K A 
211-220 E F V E V T K L V T 
221-230 D L T K V H K E C H 
231-240 G D L E C A D R A D 
241-250 L A K Y I C D N Q D 
251-260 T I S K L K E C D K 
261-270 P L E K S H C I A E 
271-280 V E K D A I P E N L 
281-290 P L T A D F A E D K 
291-300 D V C K N Y Q E A K 
301-310 D A F L G S F L Y E 
311-320 Y S R H P E Y A V S 
321-330 V L R L A K E Y E A 
331-340 T L E C A K D P H A 
341-350 C Y S T V F D K L K 
351-360 H L V D E P Q N L I 
361-370 K Q N C D Q F E K L 
371-380 G E Y G F Q N A L I 
381-390 V R Y T R K V P Q V 
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391-400 S T P T L V E V S R 
401-410 S L G K V G T R C T 
411-420 K P E S E R M P C T 
421-430 E D Y L S L I L N R 
431-440 L C V L H E K T P V 
441-450 S E K V T K C T E S 
451-460 L V N R P C F S A L 
461-470 T P D E T Y V P K A 
471-480 F D E K L F T F H A 
481-490 D I C T L P D T E K 
491-500 Q I K Q T A L V E L 
501-510 K H K P K A T E Q L 
511-520 K T V M E N F V A F 
521-525 V D K C A 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17. Tertiary structure of BSA determined by computer modeling. 
The image is rendered by vmd using the structure data from PDB 2BXH. 
 



43 
 

Laccase  Laccase (EC 1.10.3.2) is a family of multi-copper-containing oxidases. In acidic 

conditions, it catalyzes the one-electron oxidation of phenols, anilines and similar 

compounds to the corresponding reactive radicals (Fig 18), and the cofactors are copper 

ions.166-168 Laccase finds its applications in industrial catalysts for the petroleum industry, 

textile dyeing and finishing, teeth whitening, environmental, diagnostic, and synthetic 

uses. 23, 167-170 It has also been used as cathode in an enzyme catalyzed fuel cell.171 The 

activity of laccase can be monitored by a spectrophotometrical method.172 Some 

commonly used substrates in this method are 2,2'-azino-bis(3-ethylbenzthiazoline-6-

sulphonic acid) (ABTS), syringaldazine, 2,6-dimethoxyphenol, and dimethyl-p-

phenylenediamine.173-179  Oxygen sensors are also used for detecting laccase activity 

through monitoring the reduction of oxygen in water due to oxidation of substrates.180 

 

 

 

 

 

 

 

Laccase can be found in various plants, fungi, and microorganisms. In our work, we 

use a laccase isolated from Tranmetes versicolor (a white-rot basidiomycete fungus). 

This type of laccase is composed of one polypeptide chain, but it also occurs in oligomer 

forms. 166-168 The 449 amino-acid sequence of the monomer is reported in Table 3.  

O O
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R
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R
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H

H
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Figure 18. Monoelectronic oxidation of phenol derivative catalyzed by laccase. 
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Tertiary and secondary structures of laccase from Tranmetes versicolor has been 

determined by X-ray diffraction (PDB 1KYA) (Fig 19). The details of the secondary 

structure are shown in Fig 20. This polypeptide chain consists of 11% helical (13 helices; 

57 residues), 37% beta sheet (44 strands; 189 residues) and two intramolecular disulfide 

bridges. The crystallography shows that the catalytic core of laccase from Tranmetes 

versicolor contains four copper ions.  One copper ion (Cu1) is located in a mononuclear 

type I (T1) Cu site. The other three (Cu2a, Cu2b and Cu3) are in a trinuclear typeII and 

III (T2/T3) Cu site. Because of the presence of intense Cu-Cu linkage, the laccase has a 

blue color and an absorbance maximum at 600 nm. The substrate molecule is oxidized by 

transferring one electron to Cu1. Then, the electron is transferred to the trinuclear copper 

center and finally captured by oxygen molecules (Fig 21).173-176 
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Table 3. Amino acids sequence of Laccase from Tranmetes versicolor 

 

1-10 A I G P A A S L V V 
11-20 A N A P V S P D G F 
21-30 L R D A I V V N G V 
31-40 F P S P L I T G K K 
41-50 G D R F Q L N V V D 
51-60 T L T N H T M L K S 
61-70 T S I H W H G F F Q 
71-80 A G T N W A D G P A 
81-90 F V N Q C P I A S G 

91-100 H S F L Y D F H V P 
101-110 D Q A G T F W Y H S 
111-120 H L S T Q Y C D G L 
121-130 R G P F V V Y D P K 
131-140 D P H A S R Y D V D 
141-150 N E S T V I T L T D 
151-160 W Y H T A A R L G P 
161-170 R F P L G A D A T L 
171-180 I N G L G R S A S T 
181-190 P T A A L A V I N V 
191-200 Q H G K R Y R F R L 
201-210 V S I S C D P N Y T 
211-220 F S I D G H N L T V 
221-230 I E V D G I N S Q P 
231-240 L L V D S I Q I F A 
241-250 A Q R Y S F V L N A 
251-260 N Q T V G N Y W I R 
261-270 A N P N F G T V G F 
271-280 A G G I N S A I L R 
281-290 Y Q G A P V A E P T 
291-300 T T Q T T S V I P L 
301-310 I E T N L H P L A R 
311-320 M P V P G S P T P G 
321-330 G V D K A L N L A F 
331-340 N F N G T N F F I N 
341-350 N A S F T P P T V P 
351-360 V L L Q I L S G A Q 
361-370 T A Q D L L P A G S 
371-380 V Y P L P A H S T I 
381-390 E I T L P A T A L A 
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391-400 P G A P H P F H L H 
401-410 G H A F A V V R S A 
411-420 G S T T Y N Y N D P 
421-430 I F R D V V S T G T 
431-440 P A A G D N V T I R 
441-450 F Q T D N P G P W F 
451-460 L H C H I D F H L E 
461-470 A G F A I V F A E D 
471-480 V A D V K A A N P V 
481-490 P K A W S D L C P I 
491-499 Y D G L S E A N Q 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 19. Tertiary structure of Laccase from Tranmetes versicolor determined 
by X-ray diffraction with resolution 1.9 Å. The image is rendered by vmd based 
on structure data from protein data bank 1KYA. 
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Figure 20. Secondary structure of Laccase from Tranmetes versicolor. The black 
helix represents α-helix; the wide arrow represents β-sheet; the gray curve 
represents turn; the dot line represents disulfide bond. 
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Figure 21. Scheme of oxidation catalyzed by laccase. 
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Materials and Experimental Techniques 
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Chapter 2 

 

 

Solution Preparation and Characterization 
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1. Materials 

 

Bovine serum albumin (BSA) (99% purity) and chicken egg-white lysozyme 

(recrystallized six times and lyophilized) were purchased from Sigma. The molecular 

weight was assumed to be 66.4 kg/mol for BSA and 14.3 kg/mol for lysozyme. HPLC 

(System Gold, Beckman Coulter) with a size-exclusion column (Biosep-SEC-S 2000, 

Phenomenex) on lysozyme showed the purity to be better than 99%. In the case of BSA, 

HPLC shows the presence of 20% oligomers (Fig 1a). Thus, further purification was 

performed for albumin using size-exclusion preparative chromatography described in 

the next section. Laccase from Trametes versicolor was purchased from Fluka. The 

molecular weight was assumed to be 56.0 kg/mol. The raw material contains a large 

amount of insoluble impurity. Furthermore size-exclusion HPLC shows that the soluble 

material contains 70% soluble impurity (Fig 2a). A purification procedure was designed 

for laccase based on ultrafiltration and ion exchange preparative chromatography. This 

procedure is described in the following section. All the protein raw materials were stored 

at -20°C in the freezer. 

Polyethylene glycol (PEG) with average molecular weights of 1.45 kg/mol 

(PEG1450) and 8.0 kg/mol (PEG8000) were purchased from Acros Chemicals and used 

without further purification. Sodium chloride, ammonium sulfate, sodium sulfate, 

sodium perchlorate, sodium acetate, monobasic sodium phosphate, anhydrous dibasic 

sodium phosphate, and boric acid were purchased from Fischer Scientific and used 

without further purification. Glutaraldehyde (25% aqueous solution) was purchased 

from Acros and used without further purification. 
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2. Protein Purification 

 

Bovine serum albumin (BSA) raw material was dissolved into phosphate buffer 

(0.05M, pH 7.1) and purified using size-exclusion preparative chromatography. The 

column (Bio-Rad Econo-Colum 2.5cm×100cm) was packed using Sephacryl S-200 

purchased from GE Healthcare. The mobile phase was a sodium phosphate buffer (0.05M, 

pH 7.1), and the flow rate was 1.5mL/min. Aliquots of 5mL were collected by a fraction 

collector (Amersham Biosciences, FRAC-100), and the corresponding protein 

concentrations were measured by UV absorption at 278nm (DU 800 spectrophotometer, 

Beckman Coulter). The monomer fraction was collected and stored at 4°C. Size-

exclusion HPLC on the monomer fraction showed the purity to be better than 99% (Fig 

1b). 

Laccase raw material was dissolved into DI water and centrifuged to sediment the 

insoluble impurities. The supernatant was brown. The low molecular-weight fraction of 

soluble impurities was partially removed by ultrafiltration (YM30k, Amicon, Millipore) 

against DI water three times. The filtrate was yellow. However, aggregation was 

observed during the ultrafiltration procedure in the concentrated retentate. This retentate 

was centrifuged to sediment these aggregates. Then the supernatant was carefully 

transferred into a clean vial. The brown aggregates were washed with minimum amount 

of DI water. Anion-exchange preparative chromatography was then used to further purify 

the supernatant. The column (Bio-Rad Econo-Colum 2.5cm×30cm) was packed using 

DEAE Sephacel purchased from GE Healthcare. The mobile phase was a sodium acetate  
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Figure 1. Size-exclusion Chromatography of BSA before (A) and after (B) 
purification. 0.1M phosphate buffer pH7.1, flow rate 0.6mg/mL, Superdex 75 Tricorn 
HPLC column (Amersham Biosciences) 
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Figure 2. Size-exclusion Chromatography of laccase before (A) and after 
purification (B). 0.1M acetate buffer pH4.5, 0.2M NaCl, flow rate 1mg/mL, 
Biosep-SEC-S 2000 HPLC column (Phenomenex). 

10.150 

10.050 

0                                        10                                        20                                       30 

A
bs

or
ba

nc
e 

(m
A

U
) 

(B) 

(A) 



55 
 

buffer (0.1 M, pH 4.5) with a sodium chloride linear gradient 0-5M in 300 minutes 

controlled by HPLC pumps, and the flow rate was 1.5 mL/min. Aliquots of 5mL were 

collected, and tested by the enzymatic activity assay described in Section 9. The fractions 

that showed laccase activity were collected and stored at 4 °C. The purified laccase 

solutions exhibit a green color and an absorbance band at 600nm. Size-exclusion HPLC 

on the purified laccase solution showed the purity to be better than 95% (Fig 2b). 

 

 

3.   pI Measurements 

 

The isoelectric points of albumin and laccase were measured by isoelectric focusing 

electrophoresis (IEF) with Novex IEF gel pH 3-10. The cathode buffer was 20 mM lysine 

and 20 mM arginine. The anode buffer was 7 mM phosphoric acid. Sample buffer was 20 

mM lysine, 20 mM arginine and 15% glycerol. IEF Marker 3-10 (SERVA liquid Mix) 

was used as standard. The electrophoresis apparatus was set up with high voltage DC 

power source (Power Designs Inc, Model 1570) and invitrogen XCell SureLock Mini-

Cell. The voltage was increased from 0 V to 300 V in 30 minutes, and kept constant for 

2.5 hours. Then the gel was removed from the cassette and fixed with a solution of 10% 

trichloroacetic acid (TCA) and 3% sulphosalicylic acid.  At last, the gel was stained with 

SimplyBlue SafeStain from invitrogen for 3 hours and destained with distilled water for 3 

hours. The results showed pI of BSA is 5.0 ± 0.2, and pI of laccase is 3.5 ± 0.5. The pI of 

hen egg white lysozyme is 11 from literature,215 thus it cannot be determined by IEF gel 

pH 3-10. 
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4. Solution Preparation 

 

Protein solutions were dialyzed exhaustively (Amicon, Millipore) into the desired 

aqueous buffer and concentrated by centrifugation (3500g, Allegra 25R, Beckman 

Coulter) using ultrafiltration devices (Centricon YM-30, Milipore). Protein concentration 

in the concentrated protein stock solution was determined by UV absorption. PEG8000-

buffer and NaCl-buffer stock solutions were prepared by weight with a Mettler Toledo 

AT400 electrobalance. Small amounts of these solutions were added to protein-buffer 

solutions. For protein cross-linking, glutaraldehyde-buffer stock solutions were prepared 

by weight. Small aliquots of glutaraldehyde stock solutions were added prior to the 

physicochemical characterizations. The final mass-volume concentrations of protein and 

PEG and the molarities of salt and glutaraldehyde were determined using the weights and 

specific volumes of the stock solutions. Measurements of pH were made using a Corning 

model 320 pH meter with an Orion model 8102 combination ROSS pH electrode. The 

meter was calibrated with standard pH 7.00 and pH 4.00. 

 
 

 

5. Density Measurements 

 

All solution densities were measured with a Mettler-Paar DMA40 density meter 

with an RS-232 output to a Apple II+. By time averaging the output, a precision of 

+0.00001 g/mL or better could be achieved. Accuracy is somewhat lower because it is 

related to the composition uncertainty of the solutions. The temperature of the vibrating 
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tube in the density meter was controlled with water from a large well-regulated water 

bath whose temperature was 25.00±0.01°C. The solution density ρx is related to the 

vibration period Tx of cell tube by the following relation:  

ρx  =  A + B Tx
2 

where A, B are two instrumental constants. Two reference periods must be measured for 

the determination of the instrumental parameters. We have chosen the water (ρwater = 

0.997045 g/mL) and the air (ρair ≈ 0.0012 g/mL) as reference systems. An accurate value 

of the air density was estimated by a state equation that shows explicit dependence on the 

pressure, temperature (25.00 °C), and humidity: 

𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎 =
348.844𝑝𝑝 + (0.70892 − 0.00252𝑇𝑇)ℎ

𝑇𝑇
  (g/L) 

where p = pressure (bar), h= % relative humidity, T=absolute temperature (K) 

 

 

6. Solution Volumetric Properties 

 

The partial specific volume of component i in a solution, the volume occupied by 

unit mass, is the defined by 

𝑉𝑉𝑖𝑖
𝑠𝑠𝑠𝑠 = �

𝜕𝜕𝜕𝜕
𝜕𝜕𝑚𝑚𝑖𝑖

�
𝑚𝑚𝑗𝑗≠𝑖𝑖

 

where V  is the volume of solution, and mi  is the mass of component i. By assuming that 

the volume change of mixing is negligible (this is a good approximation for aqueous 

solutions containing proteins and polyethylene glycol) the total volume can be calculated 

with the mass of each component by  
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𝑉𝑉 = ∑𝑚𝑚𝑖𝑖𝑉𝑉𝑖𝑖
𝑠𝑠𝑠𝑠 . 

The specific volumes used are 0.735mL/g for proteins181 and 0.84mL/g for polyethylene 

glycol.56 Specific volumes of buffer and salt solution were determined by density 

measurements. Therefore, concentrations in g/L can be calculated from the corresponding 

measured weight fractions. 

 

 

7. Measurements of Protein Concentration 

 

The concentration of BSA in solution was determined by UV absorption at 278 nm 

(DU 800 spectrophotometer, Beckman Coulter), using an extinction coefficient value of 

0.667 mg-1 mL cm-1.182 The concentration of lysozyme in solution was determined by UV 

absorption at 280 nm, using an extinction coefficient value of 2.64 mg-1 mL cm-1.183  

The concentration of laccase in the purified solution was determined by UV 

absorbance at 280 nm, using an extinction coefficient obtained using the total protein 

colorimetric (biuret) method. The biuret reagent was prepared by dissolving 1.50 g of 

pentahydrate copper (II) sulfate, 4.5 g of sodium potassium tartrate and 2.5 g of 

potassium iodide in 250 mL of distilled water, adding 50 mL of 6.0-M NaOH and 

diluting to a total volume of 500 mL with distilled water. The reagent was stored in a 

parafilmed bottle at 4°C and was stable for approximately six months. The standard BSA 

solutions were prepared by weight, and their concentrations were determined by UV 

absorption at 278 nm. The assay was performed by mixing precisely 1 mL standard 

solution and 9 mL biuret reagent, incubating the solution at 25°C for 20 min, and then 
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measuring the absorbance at 550nm. The standard curve was obtained and reported in Fig. 

3. Three purified laccase solutions were subjected to the biuret assay following the above 

procedures. Their concentrations were determined by the standard curve, and the 

corresponding UV absorbance at 280 nm was measured. Then, the extinction coefficient 

of laccase at 280nm was determined to be 0.84 mg-1 mL cm-1.  
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Figure 3. The standard curve of total protein concentration biuret method using 
BSA standards. 
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8. PEG Concentration Measurements in Coexsisting Phases 

 

In order to characterize the composition of coexisting phases for the phase-

transition experiments, the concentration of PEG in the two coexisting phases was 

determined by size-exclusion HPLC with a Superdex 75 Tricorn HPLC column and a 

refractive index detector (RI-2031, Jasco), using a standard curve. This detector is a 

deflection differential refractometer and measures the difference between the refractive 

indices of the sample and the reference (solvent). The measurable refractive index (RI) 

range is 1.00-1.75 RIU (refractive index unit). The linear range of RI difference is 

5.0×10-6 RIU in the “STD” mode, and 5.0×10-5 RIU in the “WIDE” mode for the 

concentrated samples. The static noise of this detector is 0.2×10-8 RIU with water as 

solvent. This detector can work with three response speed, i.e. “STD” for flow rate lower 

than10mL/min, “FAST” for flow rate 10-50 mL/min and “SLOW” for the digital filtering, 

depending on the tubing arrangement. All the measurements were performed in the “STD” 

RI range with a signal sensitivity of 6.4×10-5 RIU/100 mV(full scale). Flow rate was set 

in the “STD” mode and temperature was set at 25°C. The solvent passed through both the 

reference cell and the sample cell when the “purge” valve was open. This action replaced 

the solvent in the reference cell and removed bubbles. Then the valve was closed, and the 

solvent only passed through the sample cell. The standard curve was obtained by the 

HPLC-RI measurements on solutions with known PEG concentration prepared by weight.  
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9.   Laccase Assay 

 

The activity of laccase was measured using the 2,2'-azino-bis(3-

ethylbenzthiazoline-6-sulphonic acid) diammonium sulfate (ABTS) as a substrate (Fig 4). 

A 0.1-M acetate buffer at pH 4.0 was saturated with oxygen by bubbling this gas into the 

buffer for one minute. 1.0 mM ABTS stock solution was freshly prepared by disolving 

2.2 mg ABTS into 4 mL acetate buffer. Then, 1 µL laccase solution (~0.1 mg/mL) was 

mixed with 399 µL ABTS stock solution and the absorbance of product ABTS∙+ was 

measured at 420 nm (ε420 = 3.6×104 M-1cm-1) every 15 seconds for 5 minutes. The initial 

rates of enzymatic reactions were calculated from the time dependence of absorbance. 
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Figure 4. One electron oxidation of ABTS catalyzed by laccase. 
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Chapter 3 

 

 

Characterization of Phase Diagram by 

Isothermal Partitioning Measurements 
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1. Introduction 

 

The phase diagram can be characterized by measuring the protein and polymer 

concentrations in the two coexisting phases at several fixed temperatures within the two-

phase domain of the phase diagram (Chapter 8). A cartoon of the two coexisting phases 

associated with liquid-liquid phase separation (LLPS) is shown in Fig 1.   

 

 

 

Partitioning measurements are performed one day after LLPS is induced so that 

equilibrium could be reached. Their experimental errors in the determination of 

concentration are often of the order of 10% due to the incomplete separation of the two 

phases and cross-contamination caused by the operation of sampling the two phases from 

small test tubes (400 µL). Nonetheless partitioning measurements only can be used for 

the determination of tie-lines associated with the phase boundary; i.e. those lines that 

connect pairs of composition-coordinates corresponding to the coexisting phases. 

 

 
 
 

Polymer 

Protein 

Figure 1. Protein-polymer partitioning between the two coexisting phases. 
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2. LLPS phase diagram of Protein/Polymer Solution 

 

The LLPS boundary of BSA-PEG1450-buffer solutions has been characterized by 

isothermal partitioning measurements. The two coexisting phases were obtained by 

quenching a sample to a temperature below the LLPS temperature as described in 

previous work. The samples were left at the established temperature for approximately 

one day. The opaque samples were then inserted in Teflon test tube holders thermally 

equilibrated at exactly the same temperature and promptly located in a centrifuge 

thermally equilibrated at approximately the same temperature (±1 °C). After 

centrifugation (1000g, 5 min), two liquid phases separated by a meniscus were obtained 

(Fig 2).  

 

 

 

 

 

 

 

Centrifuge at T Quench to T 

Protein-poor 
phase 

Protein-rich 
droplets 

Figure 2. Scheme of partitioning measurements on LLPS of protein/PEG solution 
T0 is the initial temperature at which the solution is homogenous, and T is the 
temperature, at which the LLPS occurs. 
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A fraction of the top solution (far from the liquid-liquid interface) was taken from 

the test tube. Then the remaining part of the top solution and a fraction of the bottom 

solution close to the meniscus were carefully removed minimizing mixing of the two 

phases. A fraction of the bottom solution was then taken. The protein concentration in 

each phase was determined by UV absorption. The concentration of PEG1450 in each 

aliquot was determined by using the standardized refractive-index detector (RI-2031, 

Jasco) as described in Chapt 2. Separation of PEG from BSA was achieved by isocratic 

elution of the mixture on a size-exclusion HPLC column (Superdex 75, Amersham 

Biosciences) (Fig 3). Sodium acetate buffer (0.01 M, pH 5.2) was used as the mobile 

phase with a flow rate of 0.75 mL/min. The procedure was verified with BSA-PEG 

aqueous solutions of known compositions showing that the error in PEG concentration 

was less than 5%. In all cases, the measured protein and PEG concentrations in the two 

coexisting phases were consistent with the protein and PEG concentrations in the original 

homogeneous samples. 
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Figure 3. Size-exclusion Chromatography of the aliquots of the two coexisting 
phases. (A) is the protein-poor top solution, and (B) is the protein-rich bottom 
solution. Mobile phase is 0.1-M acetate buffer pH4.5, 0.2-M NaCl, flow rate is 
1mg/mL. Superdex 75 SEC HPLC column (Amersham Biosciences) and 
refractive-index detector were used. RIU refers to the refractive index unit.  
 

Retention (minutes) 

PEG1450 

0          2          4          6          8         10        12        14        16        18        20 

(A)  

PEG1450 

BSA 

R
I i

nt
en

si
ty

  (
10

-3
R

IU
) 

Retention (minutes) 
0          2          4          6          8         10        12        14        16        18        20 

(B)  

R
I i

nt
en

si
ty

  (
10

-3
R

IU
) 

BSA 
10 

 
 

8 
 
 

6 
 
 

4 
 
 

2 
 
 

0  

50 
 
 

40 
 
 

 
30 

 
 

20 
 
 

10 
 
 

0  



67 
 

 

 

 

 

 

Chapter 4 

 

 

Characterization of Phase Diagrams by 

Turbidity Measurements 
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1. Introduction 

 

 The LLPS boundary was also characterized by turbidity measurements. When 

phase separation occurs, the turbidity of the initially transparent sample will dramatically 

increase due to the strong scattering of the incipient condensed phase. Therefore, 

turbidity measurements can be used to monitor the temperatures at which phase 

transformations occur, and the phase boundary can be determined by measuring phase 

separation temperature as a function of protein and PEG concentrations. This method 

provides results with a much smaller experimental error than that of isothermal 

partitioning measurements. However, contrary to partitioning, it cannot be used for the 

characterization of tie lines.                      

 

 

2. Apparatus 

 

A turbidity meter was built by using a programmable circulating bath (1197P, VWR) 

connected to a homemade optical cell where the sample is located (Fig 1). Our device 

was optimized for low-temperature measurements. A 50% (v/v) methanol-water mixture 

was used as antifreeze in the circulating bath. The optical cell was subjected to 

continuous air flows to prevent condensation of moisture. The temperature at the sample 

location was measured by using a calibrated thermocouple (±0.1 °C). Light coming from 

a solid-state laser (633 nm, 5 mW, Coherent) goes through the sample, and the 
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transmitted intensity, I, is measured using a photodiode detector and collected by a 

computer-interfaced optical meter (1835-C, Newport).  
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Figure 1.  Scheme of “home-made” turbidity meter. 
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3. Turbidity Measurements on Phase Transformations 

  

For a given transparent sample in the single-phase state, the transmitted intensity, I0, 

was measured. The temperature was then slowly lowered to induce the phase 

transformation, and the corresponding transmitted intensity, I, was registered to the 

photodiode. To monitor opacification and phase separation as a function of temperature, 

the turbidity, τ , was employed. Turbidity is defined by, 

τ (t) = (1/L) ln ( I0/I ) 

where L = 0.4 cm is the internal diameter of the test tube. There are two possible 

behaviors of τ  as a function of temperature. If a sharp increase in τ occurs at a well-

defined value of temperature, Tph, then a temperature-induced phase transition such as 

LLPS has occurred. (Fig 2a). On the other hand, if τ  steadily increases with temperature 

even at very slow cooling rate (1°C/hour), this suggests the presence of slow phase 

transformations such as aggregation or gelation  (Fig 2b). This kinetic profile is typically 

associated with protein aggregation or gelation, which may or may not be induced by 

LLPS. 

When phase transition occurred, a well-defined phase separation temperature was 

determined by turbidity measurements. The values of phase-separation temperatures, Tph, 

for a given protein concentration were obtained by monitoring τ as a function of 

temperature. Different methods were employed to determine Tph, depending on the 

kinetic evolution of opacification.  

 

 



71 
 

0.0

0.4

0.8

1.2

1.6

2.0

-15 -5 5 15 25

τ
(c

m
-1

)

T (°C)

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0

2

4

6

8

10

12

14

16

18

-3 -2 -1 0 1 2 3

τ
(c

m
-1

)

T (°C)

Figure 2. Turbidity-temperature profiles of phase separation induced by 
lowering the temperature. (A) LLPS of BSA in the presence of PEG 1450 at pH 
5, where Tph is the phase separation temperature. (B) Aggregation of laccase in 
the presence of PEG 8000 at pH 4. 
 
 

(A)  

(B)  

Tcloud  



72 
 

4. Phase Separation Temperature 

 

Method I: In the case of LLPS of BSA/PEG and lysozyme/NaCl, τ was recorded as 

a function of temperature, and increased rapidly after a well-defined temperature was 

reached. The temperature of the water bath was slowly decreased (0.5 °C/min), and the 

temperature at which the τ  has a sharp increase was taken as the phase separation 

temperature, Tcloud When I = 0, the water bath temperature was increased at the same rate, 

and the temperature at which the τ has an inflection point was taken as the clearing 

temperature, Tclear. The phase separation temperature was calculated by 𝑇𝑇𝑝𝑝ℎ = (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 +

 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 )/2 as recommended in previous work.184 In some cases, the condensed phase 

sediment/coalescence was too fast (e.g. laccase/ammonium sulfate system) or the phase 

transition is irreversible (LLPS in the presence of cross-linker), thus the clouding 

temperature was chosen as phase separation temperature, Tph = Tcloud. 

Method II: In the case of laccase-PEG-buffer systems, τ weakly increases as 

temperature decreases. In this case, τ was recorded as a function of time at several given 

temperatures. Due to the generally slow rate of opacification, the temperature of the 

water bath was then lowered by 1 °C every 30 minutes. The temperature, at which the τ 

starts to steadly increase, was taken as the clouding temperature, Tcloud. The temperature 

of the water bath was then raised in 0.5 °C increments and the turbidity was recorded as a 

function of time. The temperature, at which the transmitted intensity would recover its 

initial value in less than 30 minutes, was taken as the clearing temperature, Tclear. The 

phase separation temperature was calculated by Tph = (Tcloud + Tclear)/2.   



73 
 

Therefore, the LLPS phase boundaries have been mapped by measuring phase 

separation temperature of solutions at different protein concentrations and polymer 

concentrations. 

 

 

5. Kinetics of Phase Transformation and Measurements of Induction Time 

 

To characterize the rates of isothermal opacification and kinetics of phase 

transformation, the turbidity of the sample undergoing phase transformation was recorded 

as a function of time at a given temperature. For the oligomerization induced liquid-liquid 

phase separation experiments at 25.0 ± 0.1 °C, the value of τ remained equal to zero after 

the addition of glutaraldehyde. However, after a well-defined and reproducible induction 

time was reached, a rapid increase of turbidity was observed. To characterize the rate of 

opacification, we determined the induction time, tind, by determining the time at which 

turbidity was observed to sharply increase.  
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Chapter 5 

 

 

Investigation of Protein Behavior 

in Solution by Light Scattering 
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1. Introduction 

 

Light scattering is an optical method suitable to detect the solution properties of 

protein molecules.185 Static light scattering (SLS) can be used to characterize the 

molecular weights of proteins and the second virial coefficient (related to protein-protein 

interaction) by measuring the temporal average scattered intensity at different protein 

concentrations.56 Dynamic light scattering (DLS) can be used to determine diffusion 

coefficients of protein species by measuring the temporal fluctuations of scattered 

intensity.185-187 For dilute solutions, the hydrodynamic radius of macromolecules can be 

calculated using the Stokes-Einstein equation (see Section 4).  

DLS measurements are noninvasive, nondestructive, relatively fast, and very 

sensitive to protein aggregates. However, the drawbacks of this method are its fairly poor 

resolution, low sensitivity to chemical nature, and relatively complex theory.    

 

 

2. Apparatus 

 

Both static and dynamic light experiments were performed on a light-scattering 

apparatus (Fig 1) built using the following main components: He-Ne laser (35 mW, 632.8 

nm, Coherent Radiation), manual goniometer and thermostat (Photocor Instruments), 

multi-tau correlator, APD detector and software (PD4042, Precision Detectors).  

For DLS measurements, the laser needs to meet several criteria. It must have stable 

and sufficient intensity. It must generate a single fundamental transverse electromagnetic  
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Figure 1. Scheme of custom-built light scattering system. 
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mode (TEM00 mode), i.e. a true Gaussian beam. Multiple-mode laser introduces optical 

beating noise, i.e. the intensity fluctuation caused by the small frequency difference 

between two transverse modes. Moreover, the laser should be polarized perpendicular to 

the plane formed by light scource, sample, and photodetector, so that the scattering 

intensity is maximized. 

The laser beam is well focused by a lens onto the center of the sample. The width of 

the beam at the focus point is about 10 µm. Generally, the narrower the beam diameter, 

the better signal-to-noise ratio is, due to the smaller coherent angle (~λ/2πL, where λ is 

the wavelength of laser, L is the cross-section length of scattered volume in the scattering 

direction shown in Fig 2). However, a narrowly focused incident beam may not be 

suitable for studying strongly scattering objects, because in this case the intensity 

fluctuation not only depends on concentration fluctuation inside the scattering volume but 

also on fluctuations of the concentration of the whole scattering volume.  

The scattered light is collected by a condenser lens from the scattering volume 

within a particular solid angle controlled by an iris placed between the sample and the 

lens. The larger this angle the more scattered intensity is registered. However, if this 

angle becomes larger than the coherence angle, the light from more than one construction 

speckle in the interference pattern of the image of scattering volume will be registered. 

Since the temporal intensity fluctuations from two different speckles are independent and 

will be averaged out, increasing the collecting angle beyond the coherent angle does not 

lead to improvement in the signal-to-noise ratio. The scattered light is focused towards 

the tip of optical fiber with a pinhole in front of it minimizing the stray light. The 

avalanche photodiode detector receives the photons and converts them to electrical pulses, 

Refractive index 
matching fluid 
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which are processed and analyzed by the 256 channel correlator. The correlation 

functions are calculated every 2 seconds and averaged over 100-3200 accumulation times. 

The precision of correlation function increases with the square root of accumulation 

number. Therefore, a high accumulation number is preferred for the weakly scattering 

solute, while the low accumulation number is required for studying fast kinetic process. 

The diffusion coefficients, D, were obtained from the average correlation function using 

the software Precision Deconvolve32. The temperature of the cylindrical cell is 

controlled by a thermostat with the accuracy of ±0.1°C. All measurements were 

performed at a scattering angle of 90° at 25.0 ± 0.1 °C.  

In the case of laccase, which absorbs at around 600 nm, the diffusion coefficient for 

the same sample was measured with different incident intensities to test the effect of the 

local temperature elevation due to the absorbance of laccase. 

Dust and bubbles strongly scatter light and will distort the correlation function 

significantly. Thus, the solution must be optically clean. All samples were filtered 

through a 0.02 µm filter (Anotop 10, Whatman) and placed in a test tube.  When protein 

aggregates are generated fast in the solution, the corresponding spikes of intensity were 

removed by the software dust filter. 
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3. The Correlator 

 

In DLS measurements, the temporal intensity of the scattered light is registered by 

the photodetector. All informations are contained in the temporal correlations in the 

signal. The intensity correlation function G(2)(τ) is defined as follows: 185-187 

                              𝐺𝐺(2)(𝜏𝜏) ≡ < 𝐼𝐼(𝑡𝑡)𝐼𝐼(𝑡𝑡 + 𝜏𝜏) > = lim
𝑇𝑇→∞

 
1
𝑇𝑇
� 𝐼𝐼(𝑡𝑡)𝐼𝐼(𝑡𝑡 + 𝜏𝜏)𝑑𝑑𝑑𝑑
𝑇𝑇

0

                        (1) 

This continuous intensity correlation function is approximated with discrete points 

obtained by a summation over the duration of the experiment. This summation is 

performed by the correlator, a circuit board composed of various logic chips and 

operational amplifiers which continuously multiplies and adds measured intensity values. 

An important parameter for a correlator is its speed, i.e. its ability to add up numbers fast, 

or inversely expressed, the smallest delay time α that can be handled. Using a time 

increment of α, a grid of experimental intensity data values can be obtained. At 

beginning of the experiment, t0 = 0. The first time then is at t1 = α , the second time is at 

t2 = 2α , and so on. The stream of numbers can be displayed in an array ending with tn = 

nα . 

The correlator then evaluates how these intensities are related to each other by 

comparing each value to another corresponding to a defined later time. This comparison 

is carried throughout the duration of the experiment. The correlation function can be 

expressed by the following summation Gk(τ k), 

                                                  𝐺𝐺𝑘𝑘(𝜏𝜏𝑘𝑘) =
1
𝑛𝑛
�𝐼𝐼(𝑡𝑡𝑖𝑖)𝐼𝐼(𝑡𝑡𝑖𝑖 + 𝜏𝜏𝑘𝑘)
𝑛𝑛

𝑖𝑖=1

                                             (2) 
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The series of Gk (τ k) values are then normalized respect to the square of the average 

intensity and generate the series of 𝑔𝑔(2)(𝜏𝜏) =  𝐺𝐺(2)(𝜏𝜏)/〈𝐼𝐼〉2 . For standard light (with 

Gaussian statistics g(2)(∞) = 1) and detectors collecting light from a significantly small 

angle, this normalization imposes a theoretical limit of g(2)(0) = 2. However, even 

carefully optimized optical systems cannot achieve g(2)(0) = 2. For a random signal and a 

large measurement time, all G values would add up to roughly the same number leading 

to g(2) = 1 independent of time. The signal would then be described as ‘uncorrelated’, and 

the resultant intensity correlation curve would look like random fluctuation about the 

baseline. For light scattered from diffusing molecules, however, the intensity correlation 

curve usually exhibits an exponential decay (Fig 3), indicating that the signal is correlated. 
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Figure 3. Normalized intensity correlation function of 10mg/mL BSA in 0.1M 
acetate buffer at pH 5.2. 
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In all the DLS experiments, the correlation functions were accumulated for many 

times and averaged. The experimental error decreased with the square root of the 

accumulation number. For samples in equilibrium, we used an accumulation number of 

800. For kinetic study, we used accumulation number 100. For samples with very low 

scatterin, the maximum accumulation number 3200 was used.  

 

 

4. Correlation Function Analysis 

 

The correlation function for monodisperse and polydisperse samples was fitted to a 

multi-exponential decay. Specifically, the normalized-intensity correlation function is 

written as follows, 185-187 

                           𝑔𝑔(2)(𝜏𝜏) = 𝐵𝐵 + 𝐴𝐴(�𝑊𝑊𝑖𝑖𝑒𝑒−𝐷𝐷𝑖𝑖𝑞𝑞
2𝜏𝜏

𝑖𝑖

)2                                      (3) 

where 𝑞𝑞 = 4𝜋𝜋𝜋𝜋sin(𝜃𝜃/2)/𝜆𝜆 is the scattering vector, n is the refractive index (n=1.33 for 

aqueous solutions), λ = 632.8nm and θ = 90° is the scattering angle, Di is the diffusion 

coefficient of species i and Wi is the normalized contribution of species i to the scattering 

intensity, which is proportional to the molarity, ci, and the square of molecular weight, Mi. 

The goal of the mathematical analysis of DLS data is to reconstruct 𝑔𝑔(2)(𝜏𝜏) as precisely 

and accurately as possible the distribution function Wi from the experimentally measured 

correlation function. However, the corresponding mathematical minimization problem, 

an inverse Laplace transformation, is “ill-posed”. This means that significantly different 

distributions Wi may lead to nearly identical correlation functions and therefore are 
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equally acceptable fits to the experimental data. There are three approaches to solve this 

ill-posed problem. 

The simplest approach is the direct fit method. Here the functional form of Wi , i.e. 

W(D), is assumed a priori (single modal, bimodal, Gaussian, etc). The parameters of the 

assumed function that lead to the best fit to the experimental data are then determined. 

This method is only as good as the original guess of the functional form of W(D). 

Moreover, the method can be misleading because it tends to “confirm” any a priori 

assumption made. It is also important to note that the more parameters there are in the 

assumed functional form of W(D), the better the experimental data can be fit but the less 

meaningful the values of the fitting parameters become. In practice, typical DLS data 

allow reliable determination of about three independent parameters of the size 

distribution of scattering particles. 

An assumption-free approach is the cumulant method. In this approach, the focus is 

not on the shape of the distribution but instead on the moments of the distribution, or 

closely related quantities called cumulants. Cumulants, κn, are generated by a cumulant 

generating function defined as follows, 

                                             ℎ(𝜏𝜏) = ln��𝑊𝑊𝑖𝑖𝑒𝑒−𝐷𝐷𝑖𝑖𝑞𝑞
2𝜏𝜏

𝑖𝑖

� ≡  �𝜅𝜅𝑛𝑛
𝜏𝜏𝑛𝑛

𝑛𝑛 !

∞

𝑛𝑛=1

                      (4) 

𝜅𝜅𝑛𝑛 = 𝑔𝑔(𝑛𝑛)(0) = �
𝜕𝜕𝑛𝑛ℎ(𝜏𝜏)
𝜕𝜕𝜏𝜏𝑛𝑛

�
𝜏𝜏=0

 

From this definition, it is easy to know that κ1 equals to the first raw moment of the W(D), 

𝜇𝜇1
′

𝑞𝑞2 = ∑ 𝑊𝑊𝑖𝑖𝐷𝐷𝑖𝑖𝑖𝑖 =< 𝐷𝐷 >𝑧𝑧 , i.e. the z average of D, and κ2 equals to the second central 

moment of the W(D), 𝜇𝜇2
𝑞𝑞4 = ∑ 𝑊𝑊𝑖𝑖(𝐷𝐷𝑖𝑖𝑖𝑖 −< 𝐷𝐷 >𝑧𝑧)2 = 𝜇𝜇2

′ −(𝜇𝜇1
′ )2

𝑞𝑞4 =< 𝐷𝐷2 >𝑧𝑧−< 𝐷𝐷 >𝑧𝑧
2 , i.e. 
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the variance of D. Therefore, the average diffusion coefficient < 𝐷𝐷 >𝑧𝑧  can be determined 

from the initial slope of the h(τ ). The variance of D can be determined from the 

curvature of the initial part of h(τ ). As in the direct fit method, the accuracy of the real 

DLS experiment allows determination of at most three moments of the distribution. The 

first moment, < 𝐷𝐷 >𝑧𝑧 , can be determined with less than 1% error. The second moment, 

the width of the distribution, can be determined with an error of 5 to 10%. The third 

moment, which characterizes the asymmetry of the distribution, can be determined with 

an error about 100%.  

The third approach, which is used in the software Precision Deconvolve32, is based 

on the regulation algorithm. It combines the advantages of both of the previous methods. 

It assumes that the distribution W(D) is an arbitrary, but smooth, non-negative function. 

The regularization requirement of smoothness precludes spikes in the distribution, 

allowing unique solutions to the minimization problem. In this algorithm, the distribution 

of D depends on the value of smoothness parameter. A small smoothness number gives 

more details of the distribution (Fig 4a), while a large smoothness number produces a 

more stable and reproducible distribution (Fig 4c). The rule of thumb is to choose as 

small a smoothness number as possible, which maintains the reproducibility of the D 

distribution (Fig 4b). In Fig. 4, the bimodal distribution functions of a lysozyme-PEG20k 

solution are presented. The distribution in Fig. 4a was barely smoothed. This spiky 

distribution is the best fit to the measured correlation function, but it is not stable and 

varies from one experiment to another. The same data with an appropriately chosen 

smoothing parameter is shown in Fig 4b. This distribution fits the measured data only 

marginally worse than that in Fig 4a, but is stable from one experiment to another. In Fig 
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4c, an excessively smoothed distribution was presented. It is stable, but lacks details and 

fits the measured data noticeably worse than the previous two. Also, we noted that the 

average diffusion coefficient and the overall width of the reconstructed distribution are 

affected little by the choice of smoothing parameter. 

 

 

 

 

 

 

 

 

 

 

 

Using the regulation algorithm, the diffusion coefficients of proteins (BSA, 

lysozyme, and laccase), PEG and aggregates were determined. The hydrodynamic radii  

of a given species, Rh, were then calculated from the corresponding D value using Stokes-

Einstein equation, 185-187 

                                                       𝑅𝑅ℎ =
𝑘𝑘𝑘𝑘

6𝜋𝜋𝜋𝜋𝜋𝜋
                                                                  (5) 

where k is the Boltzmann constant, T is temperature (298K) and η is the viscosity of the 

aqueous buffer. 

 

Figure 4. Scattering distribution of diffusion coefficients of lysozyme and 
PEG20K in 0.1M acetate buffer at pH 4.5. Distributions determined by regulation 
method with different smoothness. (A) smoothness = 1. (B) smoothness = 12. (C) 
smoothness = 25. 
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5. Effect of sample absorbance on diffusion coefficients determined by DLS 

 

Our DLS experiments were performed using a He-Ne laser with a wavelength of 633 nm. 

However, laccase in aqueous solution has an absorbance band around 600 nm. This 

implies that laccase absorbance at the laser wavelength is appreciable.  Sample 

absorbance during a DLS experiment may lead to an increase of local temperature in the 

illuminated volume. This, in turn, increases the value of the measured diffusion 

coefficients. To assess the role of sample absorbance, we have measured the diffusion 

coefficient of laccase as a function of the intensity of the incident laser (Fig 5). Due to 

sample absorbance, we have indeed observed that the scattering intensity for laccase 

samples is significantly lower than that observed in the case of non-absorbing BSA 

samples in the same experimental condition. Nonetheless, as shown in Fig 5, no 

correlation was observed between the extracted value of D and the observed scattered 

intensity. We have therefore concluded that laccase absorbance has a negligible effect on 

the accuracy of the determined diffusion coefficients. 

 

 

 

 

 

 

 

 

 

D
(1

0-7
cm

2 /s
)

Scattering intensity ( ×104 counts/s)
Figure 5. Diffusion coefficients, D, of laccase in 0.1 M acetate buffer at pH4.5. 
The circles and triangles denote diffusion data obtained at a laccase concentration 
of 22 mg/mL and 15mg/mL respectively. The dashed lines are guides for the eye. 
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6. Static Light Scattering 

 

The average scattered intensities of dilute protein solutions with different 

concentrations were measured at scattering angle θ = 90° and temperature 25.0 ± 0.1 °C. 

The average intensities were plotted against protein concentrations. The second virial 

coefficient was calculated from the initial slope of this plot using the following 

equation,56, 116 

                                                        
𝑘𝑘𝑘𝑘
𝑅𝑅90°

=
1
𝑀𝑀

(1 + 2𝐵𝐵𝐵𝐵𝐵𝐵 + ⋯ )                                           (6) 

where B is the second virial coefficient, c is the mass/volume concentration of protein, M 

is the molecular weight of protein, k = 4π2n0
2(dn/dc)2/(NAλ4),  n0 is the refractive index of 

buffer, dn/dc is the refractive index increment (for proteins, dn/dc=0.185 ml/g), NA is the 

Avogadro’s number, λ is the laser wavelength in vacuum, R90° is the excess Rayleigh 

ration at 90°.The value R90° were obtained from,  

                                                     𝑅𝑅90° =
�𝐼𝐼𝑠𝑠 − 𝐼𝐼𝑠𝑠,0�

𝐼𝐼𝑠𝑠,𝑅𝑅
�
𝑛𝑛0

2

𝑛𝑛𝑅𝑅2
�𝑅𝑅90°,𝑅𝑅                                             (7) 

where Is is the scattered intensity of the solution, Is,0 is the scattered intensity of the buffer, 

Is,R is the scattering intensity of toluene (the standard), and nR and R90°,R are, respectively, 

the toluene refractive index (1.492) and its Rayleigh ratio (10.31×10-6 cm-1 at 633 nm). 
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Chapter 6 

 

 

Characterization of Protein 

Condensed Phases by Microscopy 
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1. Introduction 

 

Microscopy (light and electron) is a direct way to visualize small objects. It is 

suitable for the characterization of protein condensed phases, since the size of protein 

condensed phases ( > 100nm) are usually larger than the resolution limit of microscopes. 

The size and morphology of protein condensed phases larger than 1µm can be 

investigated with light microscopy, whose resolution is around 500 nm limited by the 

diffraction of visible light.188 The size and morphology of a smaller protein condensed 

phase needs to be studied with electron microscopy, whose resolution may become lower 

than one nanometer. Light microscopy has the advantage over electron microscopy of 

being non-invasive, because it requires neither sample preparation nor solvent removal. 

The advantages of electron microscopy are higher resolution and the ability to perform 

microchemical analysis on the sample with the help of energy dispersive X-ray 

spectroscopy. 

 

 

2. Light Microscopy 

 

After phase separation, around 1µL suspension containing protein condensed phase 

was promptly applied on a microscopic slide, covered by a cover slip and observed under 

a light microscope (Axioskop 40, Zeiss). The transmitted-light bright field was set 

according to Köhler illumination. The 2× eyepieces and the 10×, 20×, 40× and 63× 

objectives were used. Since many of the protein condensed phases lack sufficient contrast, 
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they were studied using transmitted phase-contrast technique with a phase stop in the 

front focal plane of condenser and a corresponding phase ring in the back focal plane of 

the objective. This setup increased the contrast significantly and resulted in clear images. 

However, this technique was not suitable for thick samples because a halo was formed 

around the objects obscuring the detail of shape. Protein crystals were carefully picked up 

by a 25µL ultra precise pipette with pistol. Birefringence of protein crystals was detected 

by the transmitted-light polarization techniques with a pair of crossed polarizer (polarizer 

⊥ analyzer). In these conditions, the crystals were brightened while the surroundings 

were dark. Images were taken using a digital camera (Axiocam MRc, Zeiss) interfaced by 

a computer with software (Axiovision AC 4.5, Zeiss). The dimensions of protein 

condensed phases were determined using the ImageJ software.  

 

 

3. Electron Microscopy 

 

Images of protein condensed phases were also taken using the scanning electron 

microscopy (JSM-6100, JEOL). The electron microscope works with a high vacuum, and 

the image will be obscure when the sample contains even a small amount of water. Thus, 

a drop of sample was spread on the carbon tape, which was stuck to the top of the 

aluminum specimen mount, and dried in the vacuum box (LAB-LINE Instruments, Inc) 

overnight.  For the characterization of the size and morphology of protein condensed 

phases, the dried sample was coated with an ultrathin (10 nm) coating of gold. The gold 

is conductive and prevents charging of the sample when scanned by the electron beam, 
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which is the main reason for the poor resolution of the images of nonconductive samples, 

especially in the secondary electron mode. The working distance of the microscope was 

set at 15mm. A representative SEM image of lysozyme microspheres is shown in Fig 1.  

The microchemical analysis was also done by detecting the characteristic X-ray of 

the elements in the sample struck by the electron beam. For this application, the sample 

was studied without coating gold in order to avoid the disturbance of strong gold peak. 

The working distance of the microscope was set at 30 mm for element analysis. Energy 

dispersive X-ray spectra (EDS) were obtained with the Ge detector, Oxford Inst. An 

example of microchemical analysis on the sulfur content (EDX mapping of Kα line of S) 

in lysozyme microspheres is shown in Fig 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. SEM image of Cross-linked lysozyme microspheres. 
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Figure 2. Cross-linked lysozyme microspheres. (A) SEM image. 
(B) Sulfur distribution determined by EDS mapping. 

(A) SEM (B) Sulfur Distribution 
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Monte Carlo Simulation on 

Model Sphere-Coil Systems 
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1. Introduction 

 

To understand the effect of non-absorbing polymer on protein condensations, we 

have used excluded volume models.189-192 The key quantity of these models is the volume 

fraction available to the solute particles inside the system (i.e. free volume fraction).189-196 

Solute chemical potentials can be quantitatively described by expressions containing the 

free-volume fraction. We have used Monte Carlo simulations to understand the free-

volume of polymer in the protein solution and to study the effects of temperature and the 

polymer structure.  

 

 

2. Monte Carlo Simulation 

 

To design the model system for simulation, we consider a suspension of N spheres 

with diameter σ  inside a cubic box with volume V. The interactions between hard 

spheres are described by the potential energy u(r) for a pair of spheres whose centers are 

separated by a distance r: 

                                                    𝑢𝑢(𝑟𝑟) = � +∞,  for r < σ 
0,   for  r ≥ σ                                                         (1) � 

When it was required to describe attractive interactions, we have used the following 

square-well potential: 

                                               𝑢𝑢(𝑟𝑟) = � 
+∞,  for r < σ 

        -ϵ,   for  σ ≤r < λσ
 0,   for  r ≥ λσ

                                              (2) � 
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where λ is the reduced range of the potential well and 𝜖𝜖 is its depth. With this potential, 

we calculate the internal energy E, as a function of protein volume fraction and 

temperature. This is achieved by counting the number of sphere-spehre contacts, Ncon; i.e., 

the number of sphere pairs whose distance between the centers is within the range 

σ ≤r < λσ. The internal energy is calculated as 𝐸𝐸 = −𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐 𝜖𝜖. The main objective of our 

simulations was to determine free-volume inside a suspension of spherical particles 

(representing the protein molecules) upon the insertion of a test particle (representing a 

polymer molecule). 

Monte Carlo simulations were performed in Fedora7 terminal on the HP xw8400 

Workstation with Dual-Core Intel® Xeon® processor 5130 2.00GHz 4 MB L2 cache 

1333 and 1GB 667 MHz DDR2 SDRAM. The programs was compiled using the g++ 4.1 

(GNU project C and C++ compiler). 

To perform a Monte Carlo simulation, we initially placed N spheres in the FCC 

close-packing configuration inside a cube with unit volume and periodic boundary 

conditions. The simulations have been performed at constant volume fraction φ and 

temperature T. The corresponding hard core diameters, σ, of the spheres were calculated 

from the equation, 𝜙𝜙 = 𝜋𝜋𝜎𝜎3𝑁𝑁/6. In order to reach the thermodynamic equilibrium, a 

randomly chosen sphere was displaced using the well-established NVT Metropolis 

algorithm. In this algorithm, the displacement of a sphere was accepted unconditionally if 

the change in the total internal energy of the system ∆E, due to the displacement, is 

negative. The displacement was accepted with a probability exp(-∆E/kT) if ∆E is positive. 

The step length of the displacement was chosen as the value that leads to around 50% 

acceptance of the displacement. This corresponds to the fastest approach to equilibrium 
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(i.e. the thermodynamic quantities fluctuate around their expectation value). The 

displacement of spheres was repeated K0 times until equilibrium was reached, and then 

continued Kmax times to generate a statistic ensemble of sphere configurations. For each 

configuration of this ensemble, we inserted a particle into the hard sphere suspension. In 

our study on the temperature effect on free-volume fraction, the inserted particle was an 

AO-sphere with a diameter of qσ, where q is the ratio of inserted particle to sphere 

diameter. A particle is accepted if it does not overlap with any sphere. The probability of 

acceptance is the free-volume fraction α for the particle in the sphere suspension at 

volume fraction φ and temperature T.   

In order to study the effect of polymer structure on the free-volume, a coil was 

modeled by linear chains built with parameters taking in account real structural factors to 

different extent (e.g. bond length, bond angle, atomic volume, reduced trans-gauche 

transition energy) (Chapter 9). In order to examine the free-volume fraction behavior of 

coils compared to spheres we set the intermolecular potential to zero. The free-volumes 

for the coils in the sphere suspension were determined in the same way as before. 

However, here we also calculate the radius of gyration of the coil, Rg, for each 

configuration of polymer chain, and the quadratic mean of Rg over all the accepted coil 

configurations, 𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅 = �〈𝑅𝑅𝑔𝑔2〉. This was taken as the ensemble average gyration radius 

of coil in the sphere suspension at volume fraction φ. We note that α and 𝑅𝑅𝑔𝑔𝑅𝑅𝑀𝑀𝑀𝑀  are equal 

to the ensemble average when a statistical number of coils have been successfully 

inserted into a given hard-sphere configuration, and the insertion process has been 

repeated for a statistical number of hard sphere configuration. However, because 

inserting coil and changing sphere configuration are two statistically independent 
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processes, we can conveniently compute α and 𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅  by inserting only one coil for each 

generated sphere configuration. The simulation errors of α and 𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅  are estimated by 

three times of their standard deviation, 

                                                             error(𝛼𝛼) = 3�
(𝑣𝑣 − 𝑣𝑣2)
𝐾𝐾 − 𝐾𝐾0

                                                (3) 

   

                                        error�𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅� =
3

2𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅
��

𝑅𝑅𝑔𝑔4

𝑃𝑃
− �

𝑅𝑅𝑔𝑔2

𝑃𝑃
�

2

� /𝑃𝑃                                (4) 

 

where P is the total number of the successful attempts of adding polymer. The detailed 

flowchart Monte Carlo algorithm is given in Appendix G. The C program of this Monte 

Carlo algorithm for the self-avoiding polymer chain is given in Appendix H. 

 

 

3. Consideration of Parameters for Simulation 

 

We performed Monte Carlo simulation within the single phase domain. All the 

simulations have been performed at volume fractions below 0.49 in order to avoid the 

fluid-solid transition that occurs when the volume fraction of monodisperse hard sphere 

fluids are larger than this value. Our highest experimental volume fraction of protein is 

well within the volume fraction range of our simulations.  

When considering the temperature effect for the spheres with the square-well 

potential, we performed simulations with ranges of interaction λ’s larger than 1.05 since 
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“sticky” spheres with very short λ would take impracticable long time to reach 

equilibrium. For a given value of λ, the depth of potential well, 𝜖𝜖, was chosen to be lower 

than that corresponding to critical conditions, so that no phase transition would occur.  

The number of spheres, N, used for our simulation has to be large enough to 

virtually eliminate systematic errors associated with the periodic boundary conditions. To 

test the effect of N on α in our simulation, we have conducted simulations with different 

N values. For hard spheres, the results (Fig 1a) were independent of the number of 

spheres within the simulation error, when N ≥125. When using the square -well potential, 

the results become independent of N when N ≥1000. We therefor e choose N = 125 for 

simulation on hard spheres and N = 1000 for simulation on spheres with attractive 

potential. 

The spheres were randomly selected, and moved with a specified step length 

according to Metropolis equilibration algorithm. The step length of sphere displacement 

was estimated by 𝛿𝛿 = 1
2
��1/𝑁𝑁3 − 𝜎𝜎� to get 50% successful attempts of moving spheres 

and therefore minimize the time of equilibration.197 The cut-off number of attempts, K0, 

for reaching equilibrium was set as 106 and the total number of attempts, Kmax, of moving 

sphere was set as 108 (Fig 2).  
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Figure 1. The free-volume correlation to number of sphere being tested. φ = 0.3, 
q= 0.5, (A) Ηard-spheres; (B) λ = 1.05σ, 𝜖𝜖 = 2kT.  
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Figure 2. The average free-volume of the system as a function of number of 
attempts shows the system reaches equilibrium after 106 attempts. (A), φ = 0.01, 
λ = 1.05σ, ε = 2kT, δ = 0.036635; (B) φ = 0.3, λ = 1.5σ, ε = 0.5kT, δ = 0.008472. 
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Chapter 8 

LLPS of the BSA-PEG-buffer System 
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1. Introduction 

 

Although LLPS for protein-buffer binary systems are rarely observed, this transition 

can be effectively induced by adding non-absorbing polymers. Adding polymers to 

protein solutions introduces protein-polymer interactions and affect protein-protein 

interactions. Thermodynamic perturbation theory can be used to relate the effect of 

polymer concentration on protein-protein interactions to the dependence of LLPS 

temperature on polymer concentration and protein-polymer interactions to isothermal 

protein-polymer partitioning in the two coexisting phases. 

In this chapter, we report an experimental investigation of the liquid-liquid phase 

separation (LLPS) of aqueous bovine serum albumin (BSA) in the presence of relatively 

small amounts of PEG with an average molecular weight of 1450 g/mol (PEG1450). 

LLPS of initially stable BSA-PEG1450-buffer mixtures has been observed when 

temperature is lowered. We experimentally characterize two thermodynamically 

independent properties of the phase boundary: (1) the effect of PEG1450 concentration 

on the LLPS temperature (Section 4), (2) BSA-PEG1450 partitioning in the two liquid 

coexisting phases (Section 5). The reliability of a depletion-interaction model is then 

examined for this system by investigating its ability to describe both experimental 

properties (Sections 6-8). The internal consistency between the experimental results on 

two thermodynamically independent properties in complex systems would be a valuable 

tool for supporting or rejecting existing microscopic models and provide insight for 

developing more accurate ones. Our experimental results were also examined in view of 

microscopic structural considerations (Section 8). 
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Finally, due to the general importance of LLPS of protein solutions, we will also 

show how phase separation can be induced when the temperature of a protein-PEG-buffer 

solution is either lowered or increased; i.e., two liquid-liquid phase transitions can be 

observed for the same mixture (Section 9).  

 

 

2. The BSA-Buffer Binary System 

 

The chosen buffer for these studies was a 0.1 M sodium acetate aqueous solution at 

pH 5.2. At this pH, BSA is close to its isoelectric point. Because the protein net charge is 

nearly zero, Donnan effects with sodium acetate and protein-protein repulsive 

electrostatic interactions should not be significant. This also suggests that the amount of 

PEG1450 required to induce LLPS at this pH is close to the minimum.  

To characterize protein-protein interactions in the protein-buffer binary system, we 

determine the value of its second virial coefficient, B2, at 298.15 K. In Fig 1, we report 

static light-scattering measurements on the BSA-buffer binary system.  

We find that B2 = -0.1 ± 0.1 × 10-4 mL mol g-1. The value calculated for the 

corresponding hard-sphere system is 0.44 × 10-4 mL mol g-1. Thus our results provide a 

strong indication that the protein-protein interaction energy is attractive in this binary 

system. However, protein-buffer systems do not undergo LLPS within the experimental 

temperature range, 260-310 K, and for protein concentrations as high as 400 mg/mL. This 

is consistent with the hypothesis that the binary system behaves as a “supercritical fluid”.  
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3. Thermodynamic Perturbation Theory 

 

Adding non-absorbing polymers has shown to be an effective way to induce LLPS 

of protein solutions. We will now outline basic thermodynamic properties that will be 

used to describe the liquid-liquid phase transition for the protein-polymer-buffer 

system.55,85 This provides the basis for the interpretation of protein-PEG interactions and 

the effect of PEG concentration on protein-protein interactions.  

We describe the composition of this system by the protein molar concentration c1 

and the polymer molar concentration c2. The buffer is assumed to be one pseudo-

component. To analyze the physical factors that determine protein-polymer interactions 

and the effect of the polymer on protein-protein interactions, we consider the reduced 

Figure 1. Static light-scattering data for the BSA-acetate buffer system at pH 5.2 and 
298.15 K. The second-virial-coefficient value, B, is -0.1 ± 0.1 × 10-4 mL mol g-1, 
kc1/R90  = 1/M1 + 2Bc1 (see Chapter 5 for details). 
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Helmoholtz free energy 𝑓𝑓 = (𝐹𝐹� − 𝑐𝑐1𝜇𝜇�1
0 − 𝑐𝑐2𝜇𝜇�2

0)/𝑅𝑅𝑅𝑅𝑅𝑅  of the system as described in 

Chapt 1 and assume that the amount of added polymer is relatively small. To a first-order 

approximation with respect to c2, we can write: 

                                 𝑓𝑓(𝑐𝑐1, 𝑐𝑐2,𝑇𝑇) = 𝑓𝑓′(𝑐𝑐1,𝑇𝑇) + 𝑐𝑐2ln
𝑐𝑐2

𝑒𝑒
+ 𝑐𝑐2 �

𝜕𝜕𝑓𝑓𝑒𝑒𝑥𝑥

𝜕𝜕𝑐𝑐2
�
𝑇𝑇,𝑐𝑐1,𝑐𝑐2=0

                    (1) 

where 𝑓𝑓′(𝑐𝑐1,𝑇𝑇) ≡ 𝑓𝑓(𝑐𝑐1, 0,𝑇𝑇)  is the reduced free energy for the protein-buffer binary 

system. The quantities 𝑐𝑐2ln(𝑐𝑐2/𝑒𝑒) and 𝑐𝑐2�𝜕𝜕𝑓𝑓𝑒𝑒𝑒𝑒/𝜕𝜕𝑐𝑐2�𝑇𝑇,𝑐𝑐1,𝑐𝑐2=0
 are the contributions to the 

reduced free energy associated with the replacement of solvent molecules by polymer 

molecules. The contribution of polymer to the translational entropy of the system is 

represented by 𝑐𝑐2ln(𝑐𝑐2/𝑒𝑒) (Chapter 1), whereas 𝑐𝑐2�𝜕𝜕𝑓𝑓𝑒𝑒𝑒𝑒/𝜕𝜕𝑐𝑐2�𝑇𝑇,𝑐𝑐1,𝑐𝑐2=0
 is the first term of 

a series expansion describing the effect of polymer concentration on the excess free 

energy, 𝑓𝑓𝑒𝑒𝑒𝑒 . For ideal polymer coils, the higher terms of the series disappear.  

Although this theory makes no assumption on the nature of the protein-protein and 

protein-polymer interaction, we will consider the form of eq 1 in the case of the 

depletion-interaction model.191,192,198 For proteins treated as spherical particles in the 

presence of non-adsorbing polymers, depletion interactions become the only source of 

thermodynamic nonideality. Due to steric hindrance, the center of mass of a polymer coil 

is not only excluded from the volume occupied by the protein molecules but also from a 

region surrounding them referred as the depletion layer.86 The width of this layer is 

proportional to the gyration radius of the polymer coil. For pure depletion 

interactions: 𝛼𝛼 (𝑐𝑐1) = exp �−�𝜕𝜕𝑓𝑓𝑒𝑒𝑒𝑒/𝜕𝜕𝑐𝑐2�𝑇𝑇,𝑐𝑐1,𝑐𝑐2=0
�,55 where α is the volume fraction of 

the system available to the centers of mass of the polymer coils.  
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On a model-free basis, we define α as an apparent free-volume fraction. We 

therefore replace �𝜕𝜕𝑓𝑓𝑒𝑒𝑒𝑒/𝜕𝜕𝑐𝑐2�𝑇𝑇,𝑐𝑐1,𝑐𝑐2=0
 with −lnα in eq 1. By differentiating eq 1 with 

respect to c1 and c2, we obtain the following expressions for the reduced chemical 

potentials and osmotic pressure (to first order in c2) 

                    𝜇̂𝜇1 = �
𝜕𝜕𝑓𝑓
𝜕𝜕𝑐𝑐1

�
𝑇𝑇,𝑐𝑐2

= 𝜇̂𝜇1
′ (𝑐𝑐1,𝑇𝑇) −

𝑐𝑐2

𝛼𝛼
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕1

�
𝑇𝑇

                                                          (2a) 

                   𝜇̂𝜇2 = �
𝜕𝜕𝑓𝑓
𝜕𝜕𝑐𝑐2

�
𝑇𝑇,𝑐𝑐1

= ln �
𝑐𝑐2

𝛼𝛼
�
𝑇𝑇

                                                                                   (2b) 

                  𝛱𝛱�(𝑐𝑐1, 𝑐𝑐2,𝑇𝑇) = 𝑐𝑐1𝜇̂𝜇1 + 𝑐𝑐2𝜇̂𝜇2 − 𝑓𝑓 = 𝛱𝛱�′(𝑐𝑐1,𝑇𝑇) + 𝑐𝑐2 − 𝑐𝑐1
𝑐𝑐2

𝛼𝛼
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕1

�
𝑇𝑇

                (2c) 

where 𝜇̂𝜇1
′ (𝑐𝑐1,𝑇𝑇) and 𝛱𝛱�′(𝑐𝑐1,𝑇𝑇)  are respectively, the protein reduced chemical potential 

and the reduced osmotic pressure of the protein-buffer binary system. Eq 2b shows that 

the thermodynamic activity of the polymer component is represented by the polymer 

concentration in the free volume: c2/α.  

Protein-polymer thermodynamic interactions can be described by the following 

cross-derivative:55 

                                    �
𝜕𝜕𝜇̂𝜇1

𝜕𝜕𝑐𝑐2
�
𝑇𝑇,𝑐𝑐1

= �
𝜕𝜕𝜇̂𝜇2

𝜕𝜕𝑐𝑐1
�
𝑇𝑇,𝑐𝑐2

= −
1
𝛼𝛼
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝑐𝑐1

�
𝑇𝑇

                                          (3) 

For pure depletion interactions, ( ∂α/∂c1 )T is negative because the free volume decreases 

as the protein concentration increases. This implies that ( ∂𝜇̂𝜇1/∂c2 )T,c2 > 0, consistent with 

protein-polymer repulsive interactions.  

Protein-protein thermodynamic interactions can be described by the following 

chemical-potential derivative 
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                                           �
𝜕𝜕𝜇̂𝜇1

𝜕𝜕𝑐𝑐1
�
𝑇𝑇,𝜇𝜇�2

= �
𝜕𝜕𝜇̂𝜇1

′

𝜕𝜕𝑐𝑐1
�
𝑇𝑇
−
𝑐𝑐2

𝛼𝛼
�
𝜕𝜕2𝛼𝛼
𝜕𝜕2𝑐𝑐1

�
𝑇𝑇

                                              (4) 

Eq 4 provides also the basis for the thermodynamic definition of the protein second virial 

coefficient. For pure depletion interactions, ( ∂2α/∂2c1 )T is positive because the overlap of 

depletion layers produces a free-volume excess with respect to that of isolated layers. 

This overlapping increases with protein concentration. This implies that, as the polymer 

concentration increases,  (∂𝜇̂𝜇1/ ∂𝑐𝑐1)𝑇𝑇,𝜇𝜇�2  decreases, consistent with a corresponding 

increase of protein-protein attractive interactions.  

In summary, the first derivative (∂𝛼𝛼/ ∂𝑐𝑐1)𝑇𝑇  is related to protein-polymer 

interactions while the second derivative (∂2𝛼𝛼/ ∂2𝑐𝑐1)𝑇𝑇  is related to the effect of polymer 

concentration on protein-protein interactions. Since α  is, in general, not necessarily a 

free-volume fraction, no a priori assumption on the sign of (∂𝛼𝛼/ ∂𝑐𝑐1)𝑇𝑇   and 

 (∂2𝛼𝛼/ ∂2𝑐𝑐1)𝑇𝑇  can or should be made. Thus protein-polymer repulsive interactions can in 

principle occur together with a corresponding increase of protein-protein repulsive 

interaction. This has been recently shown to be the case for lysozyme-PEG 

mixtures.56,89,199  

We note that the protein-polymer-buffer system has been often described as an 

effective protein one-component system.75, 87 According to this description, the polymer 

effect can be expressed in the form of an effective pair potential in the coordinates of the 

protein particles (potential of the mean force). For proteins treated as hard spheres in the 

presence of non-adsorbing polymers, an attractive depletion potential is generated when 

the depletion layers of two protein particles overlap (Chapter 1). However, the pair 

approximation of this depletion potential is reasonably accurate only at low protein 
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concentrations98,200 and, consequently, becomes an acceptable approximation for 

describing second-virial-coefficient data. At the concentrations relevant to LLPS, it has 

been shown that the pair-potential approximation can become a significant source of error 

because overlapping of depletion layers can involve three particles at the same time.98,200  

The two-component approach avoids this problem. Furthermore, the latter approach can 

be also used to describe the presence of protein-polymer partitioning in the two 

coexisting liquid phases. 

We now consider the liquid-liquid phase transition of the protein-polymer-buffer 

system. This is described by the LLPS phase boundary Tph(c1,c2). We will show that 

protein-polymer partitioning between the two liquid phases can be related to protein-

polymer interactions while the dependence of Tph on polymer concentration can be 

related to the effect of polymer concentration on protein-protein interactions.  

Protein/polymer partitioning in the two coexisting liquid phases I and II 

(c1
I,c2

I,c1
II,c2

II)  can be examined by considering eq 2b and applying the condition of 

chemical equilibrium for the polymer component rewritten as: 

                                                                         
𝑐𝑐2

I

𝛼𝛼I =
𝑐𝑐2

II

𝛼𝛼II                                                                  (5) 

To qualitatively show that the protein/polymer partitioning is related to ( ∂α/∂c1 )T, 

we perform a power series expansion of eq 5 about the protein critical concentration c1
c. 

This yields: 

                                                    ln
𝑐𝑐2

II

𝑐𝑐2
I =

1
𝛼𝛼
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝑐𝑐1

�
𝑇𝑇,𝑐𝑐1=𝑐𝑐1

c  
(𝑐𝑐1

II − 𝑐𝑐1
I ) + ⋯                                 (6) 

Eq 6 shows the relation of protein/polymer partitioning to protein-polymer interactions.  
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The effect of polymer concentration on Tph can be examined by numerically solving 

the three equilibrium conditions between two liquid phases I and II: 𝜇̂𝜇1(I) = 𝜇̂𝜇1(II), 

 𝜇̂𝜇2(I) = 𝜇̂𝜇2(II)  and 𝛱𝛱�(I) = 𝛱𝛱�(II) . However an analytical expression relating Tph to 

(∂2𝛼𝛼/ ∂2𝑐𝑐1)𝑇𝑇  cannot be determined. To show qualitatively that the dependence of Tph on 

c2 is related to (∂2𝛼𝛼/ ∂2𝑐𝑐1)𝑇𝑇 , we will consider the analytically accessible spinodal 

condition,  (∂𝜇̂𝜇1/ ∂𝑐𝑐1)𝑇𝑇=𝑇𝑇𝑠𝑠𝑠𝑠 ,𝜇𝜇�2 = 0 . This defines the boundary Tsp(c1,c2) between the 

stable domain and the unstable domain of the system. The effects of polymer 

concentration on Tph and Tsp are closely related because the LLPS boundary is tangent to 

the spinodal boundary.91 

For pure excluded-volume interactions, eq 4 predicts that, as the polymer 

concentration increases, (∂𝜇̂𝜇1/ ∂𝑐𝑐1)𝑇𝑇,𝜇𝜇�2   decreases and can be made to reach zero. Thus, 

sufficient polymer can be used to bring the protein-polymer-buffer system to the spinodal 

boundary. This is a sufficient condition for LLPS to occur.  

Protein-protein net attraction energy drives LLPS. We however observe that LLPS 

of the protein-buffer binary system rarely has been reported in the experimentally 

accessible temperature domain (~260-320 K). One reasonable hypothesis is that this 

attraction is usually weak for water-soluble proteins. This implies that protein-buffer 

systems (with attractive energy) would usually behave as "supercritical fluids" in the 

accessible temperature domain. This observation allows us to conclude that the following 

high-temperature series expansions can be written for 𝑓𝑓′(𝑐𝑐1,𝑇𝑇).55, 201-203 

                              𝑓𝑓′(𝑐𝑐1,𝑇𝑇) = 𝑓𝑓(0)(𝑐𝑐1) + 𝑓𝑓(1)(𝑐𝑐1)
1
𝑅𝑅𝑅𝑅

+ 𝑓𝑓(2)(𝑐𝑐1) �
1
𝑅𝑅𝑅𝑅

�
2

+ ⋯                  (7) 
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In eq 7, 𝑓𝑓(1)(𝑐𝑐1) represents the internal energy (per unit volume) of the protein-buffer 

binary system to the first order in 1/RT. This quantity is negative in the presence of 

protein-protein weak attraction energy. We comment that eq 7 may fail to describe the 

LLPS boundary of the binary protein-buffer system, which would be located at relatively 

low temperatures, where higher-order terms may not be negligible.  

If we insert eq 7 into eq 4 and apply the spinodal condition, then we obtain to the 

first order: 

                                 
1
𝑇𝑇𝑠𝑠𝑠𝑠

= −𝑅𝑅
�d2𝑓𝑓(0)/d𝑐𝑐1

2�
�d2𝑓𝑓(1)/d𝑐𝑐1

2�
�1 −

(d2𝛼𝛼/d𝑐𝑐1
2)/𝛼𝛼

d2𝑓𝑓(0)/d𝑐𝑐1
2 𝑐𝑐2� + ⋯                         (8) 

Eq 8 shows how the dependence of Tsp on polymer concentration is related to the effect 

of polymer concentration on protein-protein interactions. For our protein-buffer system, 

�d2𝑓𝑓(0)/d𝑐𝑐1
2� > 0 due to protein-protein hard-core repulsion,85 and �d2𝑓𝑓(1)/d𝑐𝑐1

2� < 0 

due to the protein-protein attraction energy.55 Thus, Tsp is expected to increase with 

polymer concentration for pure depletion interactions.  

Although this thermodynamic perturbation theory makes no assumption on the 

nature of microscopic interactions, there are two important limitations to take into 

account. These are: (1) the buffer is regarded as one pseudo-component; (2) polymer-

polymer interactions are not taken into account. We will discuss these two limitations in 

section 5 and 7 respectively. 
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4. The Effect of PEG1450 Concentration on the LLPS Temperature 

 

Upon the addition of PEG1450 (20-80 mg/mL), LLPS is observed within the 

experimental temperature domain. In Fig 2, we report our measurements of LLPS 

temperature, Tph, as a function of PEG1450 concentration, c2, at five constant BSA 

concentrations, c1 around the protein critical concentration (here in mg/mL), 𝑐𝑐1
𝑐𝑐 ≈240 

mg/mL. This value of 𝑐𝑐1
𝑐𝑐  was obtained from BSA/PEG1450 partitioning measurements 

shown later (Section 5). In all five cases shown in Fig 2, the LLPS temperature increases 

with PEG1450 concentration. According to eq 8, (d2𝛼𝛼/d𝑐𝑐1
2)/�d2𝑓𝑓(1)/d𝑐𝑐1

2� < 0 from our 

experimental results. This result is consistent with (1) the protein-protein interaction 

energy being attractive in the protein-buffer binary system and (2) the PEG1450 

concentration increasing protein-protein attractive interactions. The first effect is in 

agreement with our B value while the second effect is expected in the presence of 

depletion interactions. We also observe that Tph increases with c1 for all of our PEG1450 

concentrations (see Fig 2). This implies that (∂Tph/∂c1)c2 > 0. Since (∂Tph/∂c1)c2 = -

(∂Tph/∂c2)c1(∂c2/∂c1)Tph (a mathematic condition for a ternary system), we conclude that 

(∂c2/∂c1)Tph < 0 around the critical protein concentration. This is consistent with the 

presence of significant BSA/PEG1450 partitioning. Similar results were also obtained for 

γ-crystallin−PEG aqueous mixtures.4, 55     
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Figure 2. LLPS temperature, Tph, as a function of PEG1450 concentration, c2, at 
five constant BSA concentrations, c1. The solid curves represent our calculated 
values obtained by applying equilibrium conditions to equations 2a-c as described 
in the Discussion section. The numbers associated with each curve identify the 
corresponding value of c1 in mg/mL.  
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5. Isothermal Partitioning in the BSA-PEG1450-Buffer Ternary System 

 

In Fig 3, we show measurements of BSA/PEG1450 partitioning (c1
I, c2

I, c1
II, c2

II) 

performed at three different temperatures. The straight lines (tie lines), which connect the 

pairs of points representing the coexisting phases, show that there is a large difference in 

polymer concentration between the two phases. We also find that this difference is still 

significant if we report the PEG concentrations with respect to the buffer volume (Table 

1), calculated by removing the volumetric contribution of the protein component, c2’ 

=c2/(1-φ), where φ = 𝑉𝑉1
𝑠𝑠𝑠𝑠𝑐𝑐1

 is the volume fraction of protein, 𝑉𝑉1
𝑠𝑠𝑠𝑠  is the specific volume of 

protein. This is consistent with the presence of BSA-PEG net repulsive interactions as 

expected for depletion interactions. We have used our measurements of BSA/PEG1450 

partitioning to estimate the protein critical concentration, c1
c, by simply averaging the two 

concentrations c1
I and c1

II (Table 2). We estimate the critical concentration to be 240 ± 20 

mg/mL, corresponding to a volume fraction of φc = 0.18 ± 0.01.  

In Fig 3, we also show values of (c1, c2) extracted by interpolation of our Tph(c1, c2) 

results of Fig 3. The overall agreement between the two sets of data can be considered 

satisfactory. However, a small discrepancy is observed in our results at high protein 

concentrations, where the (c1
II, c2

II) points appear to be located at lower c1 and higher c2 

values than those predicted from the values of Tph(c1, c2). Due to the high viscosity of the 

protein concentrated phase, the mechanical separation of residual protein-dilute phase 

from the protein-concentrate phase may be difficult to achieve. We thus expect that the 

protein concentrated phases may still contain small amounts (~10%) of the protein-dilute 
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phase. As we will discuss later, this will not be a significant source of errors in our 

quantitative examination of the BSA-PEG1450 interactions. 

We now examine our assumption that the buffer can be regarded as one pseudo-

component. This assumption is valid if the internal composition of the buffer is the same 

in all of our experiments. For our Tph(c1,c2) measurements, the concentration of buffer 

solutes inside the buffer volume is indeed kept the same. However, in the two coexisting 

phases (c1
I, c2

I) and (c1
II, c2

II), the thermodynamic activity of buffer solutes is the same. 

Thus the buffer can be approximately treated as one pseudo-component if the difference 

of the buffer solute concentrations in the two coexisting phases is small. This is 

corroborated by the observed agreement between the two sets of data in Fig 3. 
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Figure 3.  Measurements of BSA/PEG1450 partitioning (c1

I, c2
I, c1

II, c2
II) at three 

different temperatures: (A) 278, (B) 271, and (C) 268 K. The straight lines (tie 
lines) connect the pairs of points representing the coexisting phases (·). The 
crosses (×) represent the average composition of the coexisting phases. The 
triangles ( ) represent the values of (c1,c2) extracted by interpolation of our 
Tph(c1,c2) values of Table 1. The dashed curves are guides for the eye. 
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T =268 K 

c1
I (mM) c1

II (mM) c2
I (mM) c2

II (mM) c´2
I (mM) c´2

II(mM) 

1.46 5.57 52.41 22.07 56.55 30.34 

0.60 6.17 62.76 19.31 64.83 27.59 

0.53 6.63 68.97 19.31 71.03 28.28 

 

T =271 K 

c1
I (mM) c1

II (mM) c2
I (mM) c2

II (mM) c´2
I (mM) c´2

II(mM) 

1.81 5.27 50.34 26.21 55.17 35.17 

1.20 6.48 60.00 22.07 63.45 32.41 

0.72 7.53 67.59 20.00 70.34 31.72 

 

T =278 K 

c1
I (mM) c1

II (mM) c2
I (mM) c2

II (mM) c´2
I (mM) c´2

II(mM) 

1.36 5.72 56.55 23.45 60.69 32.41 

1.14 6.17 62.76 24.14 66.21 34.48 

0.53 6.93 75.86 21.38 77.93 32.41 

 

 

 

 

 

 

 
Table 1.  Measurements of BSA/PEG1450 partitioning (c1

I, c2
I, c1

II, c2
II) at three 

different temperatures. c´2
I , c´2

II are the effective PEG concentrations in the two 
coexisting phases with respect to the buffer volume, calculated by c´2 = c2/(1-φ). 
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T =268 K 

c1
I (mM) c1

II (mM) c2
I (mM) c2

II (mM) 𝑐𝑐̅1 (mM) 𝑐𝑐̅2 (mM) 

1.46 5.57 52.41 22.07 3.46 37.24 

0.60 6.17 62.76 19.31 3.31 40.69 

0.53 6.63 68.97 19.31 3.61 44.14 

 

T =271 K 

c1
I (mM) c1

II (mM) c2
I (mM) c2

II (mM) 𝑐𝑐̅1 (mM) 𝑐𝑐̅2 (mM) 

1.81 5.27 50.34 26.21 3.46 37.93 

1.20 6.48 60.00 22.07 3.31 40.69 

0.72 7.53 67.59 20.00 3.61 43.45 

 

T =278 K 

c1
I (mM) c1

II (mM) c2
I (mM) c2

II (mM) 𝑐𝑐̅1 (mM) 𝑐𝑐̅2 (mM) 

1.36 5.72 56.55 23.45 3.46 40.00 

1.14 6.17 62.76 24.14 3.31 43.45 

0.53 6.93 75.86 21.38 3.61 47.59 

 

 

 

 

 

 

Table 2.  Average BSA and PEG1450 concentrations (𝑐𝑐1̅, 𝑐𝑐2̅) at three different 
temperatures. The critical concentration of BSA can be estimated by the average 
BSA concentration, c1

c ≈ 𝑐𝑐1̅. 
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6. Determination of Depletion Interaction from Partitioning Measurements 

 

The thermodynamic behavior of the BSA-PEG1450-buffer system can be examined 

by applying the above-described thermodynamic perturbation theory to our experimental 

results. Our approach will be to use an expression for α (c1) able to describe our two sets 

of data. Because both sets of data are consistent with the presence of depletion 

interactions, we will use an expression of α (c1) that represents the free-volume fraction. 

The dependence of the free-volume fraction on the thickness of the depletion layer is 

taken into account by introducing the ratio q = δ /R1, where R1 is the radius of the protein 

assumed to be a sphere and δ is the thickness of the depletion layer.55,85,86,89 However, the 

parameter q is not calculated from microscopic parameters but is determined using our 

experimental results. For α, we will use an expression that treats proteins as hard spheres. 

From scaled particle theory85,189-192 applied to hard spheres (Appendix A), the following 

expression has been determined: 

𝛼𝛼 = (1 − 𝜙𝜙)exp(−𝐴𝐴𝜂𝜂 − 𝐵𝐵𝜂𝜂2 − 𝐶𝐶𝜂𝜂3) 

where φ = c1Vprot, 𝜂𝜂 = 𝜙𝜙/(1 − 𝜙𝜙) , A = 3q + 3q2 + q3, B = 4.5q2 + 3q3, C = 3q3. Our 

computer simulations show that eq 9 is reasonably accurate even for very dense hard-

sphere fluids (Chapter 9, Section 2). We comment that, when φ is small, the overlapping 

of the depletion layers can be neglected and eq 9 becomes 𝛼𝛼 ≈ 1 − (1 + 𝑞𝑞)3𝜙𝜙.  

A set of apparent q values is determined from the partitioning measurements by 

applying eq 5, i.e. 𝑐𝑐2
𝐼𝐼/𝛼𝛼(𝑐𝑐1

𝐼𝐼 ,𝑇𝑇) = 𝑐𝑐1
𝐼𝐼𝐼𝐼/𝛼𝛼(𝑐𝑐1

𝐼𝐼𝐼𝐼 ,𝑇𝑇), and eq 9 to the (c1
I, c2

I, c1
II, c2

II) values 

(Table 3). No dependence of q on temperature and the average PEG concentration, 𝑐𝑐2̅, 

(9) 



119 
 

could be established within the experimental error. We thus report the average value: q = 

0.35 ± 0.03.  

 

 

 

 

 

We note that the q´ values in Table 3 calculated by using α ≈1 - (1 + q)3φ are only 

10-15% smaller than the values calculated using eq 9. We thus conclude that the 

overlapping of the depletion layers contributes only marginally to our q values.  

As mentioned in Section 5, the protein-concentrate phases may still contain small 

amounts of the corresponding protein-dilute phases. However, we observe that, according 

to α ≈1 - (1 + q)3φ, even a large contamination has no effect on the obtained value of q. 

According to the complete eq 9, we estimate that 10% of the dilute phase would produce 

a small increase in the q values (2-4%). We therefore conclude that contamination does 

not significantly change our final results.  

 

 

T =268 K T =271 K T =278 K 

𝑐𝑐̅2 (mg/mL) q q´ 𝑐𝑐̅2 (mg/mL) q q´ 𝑐𝑐̅2 (mg/mL) q q´ 

54 0.39 0.34 55 0.35 0.31 58 0.37 0.32 

59 0.40 0.33 59 0.33 0.29 63 0.34 0.30 

64 0.37 0.32 63 0.29 0.25 69 0.34 0.30 

Table 3.  Normalized thickness of depletion lay, q, for the BSA-PEG1450 pair 
calculated from the experimental results of the isothermal partitioning 
measurements of BSA/PEG1450 using scaled particle theory. q´’s are calculated 
using the approximation expression of free-volume,  α ≈1 - (1 + q)3φ. 
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7. Determination of Depletion Interaction from LLPS Temperature Measurements 

 

The apparent q values are determined from the measurements of LLPS temperature 

by comparing our results in Fig. 2 with the LLPS phase boundary computed by applying 

the three equilibrium conditions of phases I and II: 𝜇̂𝜇1(I) = 𝜇̂𝜇1(II), 𝜇̂𝜇2(I) = 𝜇̂𝜇2(II) and 

𝛱𝛱�(I) = 𝛱𝛱�(II)  to eqs 2a-c:  

              𝜇̂𝜇1
′ (𝑐𝑐1

I ,𝑇𝑇) −
𝑐𝑐2

I

𝛼𝛼I �
𝜕𝜕𝛼𝛼I

𝜕𝜕𝑐𝑐1
I�

𝑇𝑇
= 𝜇̂𝜇1

′ (𝑐𝑐1
II ,𝑇𝑇) −

𝑐𝑐2
II

𝛼𝛼II �
𝜕𝜕𝛼𝛼II

𝜕𝜕𝑐𝑐1
II�

𝑇𝑇
                                           (10a) 

             ln�
𝑐𝑐2

I

𝛼𝛼I�
𝑇𝑇

= ln�
𝑐𝑐2

II

𝛼𝛼II�
𝑇𝑇

                                                                                                (10b) 

             𝛱𝛱�′(𝑐𝑐1
I ,𝑇𝑇) + 𝑐𝑐2

I − 𝑐𝑐1
I 𝑐𝑐2

I

𝛼𝛼I �
𝜕𝜕𝛼𝛼I

𝜕𝜕𝑐𝑐1
I�

𝑇𝑇
= 𝛱𝛱�′(𝑐𝑐1

II ,𝑇𝑇) + 𝑐𝑐2
II − 𝑐𝑐1

II 𝑐𝑐2
II

𝛼𝛼II �
𝜕𝜕𝛼𝛼II

𝜕𝜕𝑐𝑐1
II�

𝑇𝑇
             (10c) 

where the expressions of 𝛼𝛼 and (𝜕𝜕𝜕𝜕/𝜕𝜕𝑐𝑐1 ) are calculated by eq 9.  

However this requires not only an expression for 𝛼𝛼(𝑐𝑐1) but also one for 𝑓𝑓′(𝑐𝑐1,𝑇𝑇). For 

𝑓𝑓′(𝑐𝑐1,𝑇𝑇), we consider eq 7a applied to hard spheres interacting by square-well potentials 

with well magnitude ε and range of interaction λ: 

                                                       𝑢𝑢(𝑟𝑟) = �
∞, 𝑓𝑓𝑓𝑓𝑓𝑓 0 ≤ 𝑟𝑟 < 𝜎𝜎
−𝜀𝜀, 𝑓𝑓𝑓𝑓𝑓𝑓 𝜎𝜎 ≤ 𝑟𝑟 ≤ 𝜆𝜆𝜆𝜆

0, 𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟 > 𝜆𝜆𝜆𝜆
�                                  (11) 

The expression for 𝑓𝑓(0)(𝜙𝜙) is derived from the Carnahan-Starling equation of state,204 

which has shown to be very accurate even for very dense hard-sphere fluids, 

                                                                  𝑍𝑍 =
1 + 𝜙𝜙 + 𝜙𝜙2 − 𝜙𝜙3

(1 − 𝜙𝜙)3                                        (12) 

From the basic thermodynamic relations, we can derive: 
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𝑓𝑓 = 𝑐𝑐 �
𝜕𝜕𝑓𝑓
𝜕𝜕𝜕𝜕
�
𝑉𝑉 ,𝑇𝑇

− 𝛱𝛱� 

𝑍𝑍 = 𝑐𝑐 �
𝜕𝜕�𝑓𝑓/𝑐𝑐�
𝜕𝜕𝜕𝜕

�
𝑉𝑉 ,𝑇𝑇

 

                                                  𝑓𝑓(𝑐𝑐,𝑇𝑇) = 𝑐𝑐ln �
𝑐𝑐
𝑒𝑒
� + 𝑐𝑐 �

𝑍𝑍 − 1
𝜙𝜙

d𝜙𝜙
𝜙𝜙

0
                                  (13) 

From the Carnahan-Starling equation of state, we arrived to: 

                                                 𝑓𝑓(0)(𝜙𝜙) = 𝑐𝑐1ln �
𝑐𝑐1

𝑒𝑒
� + 𝑐𝑐1

𝜙𝜙(4 − 3𝜙𝜙)
(1 − 𝜙𝜙)2                                 (14) 

The expressions of 𝑓𝑓(1)(𝜙𝜙) and 𝑓𝑓(2)(𝜙𝜙) were derived by using thermodynamic second 

order perturbation theory (Appendix C). The 𝜇̂𝜇1
′ (𝑐𝑐1,𝑇𝑇)  and 𝛱𝛱�′(𝑐𝑐1,𝑇𝑇) = 𝑐𝑐1𝜇̂𝜇1

′ (𝑐𝑐1,𝑇𝑇) −

𝑓𝑓′(𝑐𝑐1,𝑇𝑇) were calculated from the expression of 𝑓𝑓′(𝑐𝑐1,𝑇𝑇). 

The expressions for 𝑓𝑓(1)(𝜙𝜙)/𝜀𝜀 and 𝑓𝑓(2)(𝜙𝜙)/𝜀𝜀2  depend on the choice of reduced 

range of square-well potential, 𝜆𝜆. According to the model of the square-well potential, 𝜙𝜙𝑐𝑐  

= 0.18 ± 0.01 (see section 5) corresponds to 𝜆𝜆 ≈ 1.5 .60 We thus consider the 

corresponding expressions at 𝜆𝜆 = 1.5 .205 We remark that, according to eq 8 and a 

numerical analysis of the LLPS boundary, the obtained value of q is significantly affected 

only by the choice of 𝑓𝑓(0)(𝜙𝜙) and not by that of 𝑓𝑓(1)(𝜙𝜙)/𝜀𝜀 and 𝑓𝑓(2)(𝜙𝜙)/𝜀𝜀2. This quantity, 

contrary to 𝑓𝑓(1)(𝜙𝜙) and 𝑓𝑓(2)(𝜙𝜙), does not depend on the nature of the attractive part of 

the potential. We also observe that the choice of 𝑓𝑓(0)(𝜙𝜙) and 𝛼𝛼(𝜙𝜙) must be consistent 

with respect to each other since the accuracy of their second-derivative ratio is crucial for 

the determination of q (see eq 8).  
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To numerically calculate Tph as a function of c2, we start by setting the values of  𝜇̂𝜇2 

and T. Then the equilibrium conditions 𝜇̂𝜇1(𝑐𝑐1
I , 𝜇̂𝜇2,𝑇𝑇) = 𝜇̂𝜇1(𝑐𝑐1

II , 𝜇̂𝜇2,𝑇𝑇) and 𝛱𝛱�(𝑐𝑐1
I , 𝜇̂𝜇2,𝑇𝑇) =

𝛱𝛱�(𝑐𝑐1
II , 𝜇̂𝜇2,𝑇𝑇) can be rewritten as: 

𝜇̂𝜇1
′ (𝑐𝑐1

I ,𝑇𝑇) − �
𝜕𝜕𝛼𝛼I

𝜕𝜕𝑐𝑐1
I�

𝑇𝑇
exp(𝜇̂𝜇2) = 𝜇̂𝜇1

′ (𝑐𝑐1
II ,𝑇𝑇) − �

𝜕𝜕𝛼𝛼II

𝜕𝜕𝑐𝑐1
II�

𝑇𝑇
exp(𝜇̂𝜇2) 

𝛱𝛱�′(𝑐𝑐1
I ,𝑇𝑇) + �𝛼𝛼I − 𝑐𝑐1

I 𝑐𝑐2
I

𝛼𝛼I �
𝜕𝜕𝛼𝛼I

𝜕𝜕𝑐𝑐1
I�

𝑇𝑇
� exp(𝜇̂𝜇2) = 𝛱𝛱�′(𝑐𝑐1

II ,𝑇𝑇) + �𝛼𝛼II − 𝑐𝑐1
II �

𝜕𝜕𝛼𝛼II

𝜕𝜕𝑐𝑐1
II�

𝑇𝑇
� exp(𝜇̂𝜇2) 

 

For given values of Tph and 𝜇̂𝜇2, we obtain 𝑐𝑐1
I  and 𝑐𝑐1

II  by numerically solving eq 15a,b (see 

Appendix D). The corresponding values of 𝑐𝑐2
I  and 𝑐𝑐2

II  are obtained by applying eq 2b. The 

phase boundary is then computed by repeating this procedure for several values of Tph 

and 𝜇̂𝜇2. Finally a Tph(c2) curve is generated for the chosen value of c1 by interpolation. 

The comparison between the experimental data and the calculated curves (solid lines in 

Fig 2) has allowed us to determine q and ε for each curve.  

Our results of q and ε for each experimental c1 value are reported in Table 4. We 

observed that changes in the reported q values larger than 0.01 produce a noticeable 

discrepancy between the experimental data and the theoretical curves for all ε values. We 

therefore obtain the same value of q (within the experimental error) in all five cases and 

report q = 0.31 ± 0.01. That q does not depend on c1 is strong evidence that the chosen 

expressions for 𝑓𝑓(0)(𝜙𝜙) and 𝛼𝛼(𝜙𝜙) are satisfactory. However, the value of ε is found to 

increase with c1 at the highest protein concentrations. This observed discrepancy can be 

attributed to the nonsufficient accuracy in the chosen expressions for 𝑓𝑓(1)(𝜙𝜙)  and 

𝑓𝑓(2)(𝜙𝜙). 

(15a) 

(15b) 
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c1 (mg/mL) ε / k (K) q 

150 172 0.31± 0.01 

180 168 0.31± 0.01 

220 168 0.31± 0.01 

330 181 0.31± 0.01 

400 198 0.31± 0.01 

 

 

 

 

We also make an attempt to estimate the value of ε from our experimental value of 

B. For the square-well potential, BM1
2/V1 = 4 - 4[exp(ε /RT) - 1]( λ 3 - 1).206 This equation 

yields ε /k = 120 K for λ = 1.5. Considering all approximations involved, this value is not 

very different from those reported in Table 4. 

As already mentioned in Section 3, the thermodynamic perturbation theory 

described above neglects the presence of polymer-polymer interactions. These 

interactions should be included for a more general and accurate description of our system. 

We also note that this approximation may become rather inadequate if coil-coil 

interpenetration is significant. For polymers, the concentration at which this 

interpenetration starts to be important marks the passage from their dilute regime to their 

semidilute regime. For PEG1450, this transition occurs at c2 ≈100 mg/mL.207 Thus our 

experimental PEG concentrations for Tph(c2) fall inside the dilute-regime domain. We 

Table 4.  Normalized thickness of depletion lay, q, for the BSA-PEG1450 pair 
numerically extracted from the experimental results of the LLPS temperature 
measurements of BSA/PEG1450 using thermodynamic perturbation theory and 
scaled particle theory. k is Boltzmann constant.  
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however observe that polymer-polymer interactions in our ternary system cannot be 

simply approximated with those of the corresponding PEG1450-buffer system. This 

would ignore the effect of BSA concentration on polymer-polymer interactions, which is 

expected to be significant due to the high protein concentration of our mixtures. As 

criteria to evaluate the importance of polymer-polymer interactions, we will directly 

consider our ternary mixtures. We observe that our measurements on the LLPS 

temperature, which are performed on a wide range of PEG1450 concentrations, can be 

accurately described by the same value of q = 0.31. This indicates that our results do not 

significantly depend on PEG1450 concentration. This would not be consistent with 

significant PEG-PEG interactions. We thus believe that neglecting the presence of 

polymer-polymer interactions does not significantly affect our conclusions. 

 

 

8. Intrinsic Consistency of the Scaled Particle Model and 

Discrepancy between Experimental q and Microscopic Estimation 

 

Our analysis shows that the agreement on q between the two sets of data is good. 

This implies that the depletion-interaction model satisfactorily describes the BSA-

PEG1450-buffer system. Thus eq 9 with q = 0.31 can be used to describe both BSA-

PEG1450 interactions (from eq 3) and the effect of PEG1450 concentration on protein-

protein interactions (from eq 4). We also note that this q value for the BSA/PEG1450 pair 

is comparable to that of q ≈ 0.3 obtained from partitioning measurements on the γ - 
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crystallin/PEG1450.4,55 The agreement between BSA and γ -crystallin suggests that 

depletion interactions are similar for a wide range of protein/PEG pairs.  

We now make an attempt to compare the determined value of q = 0.31 with that 

obtained from microscopic structural parameters. The value of q is given by, 

𝑞𝑞 ≡
𝛿𝛿
𝑅𝑅1

= 𝑓𝑓�𝑅𝑅𝑔𝑔/𝑅𝑅�
𝑅𝑅𝑔𝑔
𝑅𝑅

 

where Rg is the radius of gyration of the polymer and 𝑓𝑓�𝑅𝑅𝑔𝑔/𝑅𝑅� is a parameter function 

itself of Rg/R due to polymer deformability. We estimate R = 2.7 nm for BSA from 

𝑅𝑅 = �3𝑉𝑉1
𝑠𝑠𝑠𝑠/4𝜋𝜋𝑁𝑁𝐴𝐴𝑀𝑀1

3
, where the specific volume of BSA, 𝑉𝑉1 = 0.735(mL/g) , 

molecular weight of BSA 𝑀𝑀1 = 66400(g/mol) and NA is the Avogadro’s constant. The 

value of Rg = 1.5 nm for PEG1450 was calculated from the known experimental 

dependence of Rg on PEG molecular weight, 𝑅𝑅g = 0.27𝑀𝑀0.55 . For our Rg/R value, 

computer simulations and theoretical modeling gives 𝑓𝑓�𝑅𝑅𝑔𝑔/𝑅𝑅� = 1.010, thereby yielding 

q = 0.556.  

The discrepancy between calculated and experimental values of q can be related to 

several microscopic details such as the actual shape of the protein molecules, the 

conformational properties of PEG coils, and the presence of protein-PEG weak attraction. 

A similar discrepancy was also observed for γ-crystallin/PEG mixtures. In the next 

Chapter, we will examine the conformational properties of PEG coils as a possible source 

of the observed discrepancy.  
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9. LLPS of Protein-PEG-Buffer Mixtures  

 

The experimental results reported in the previous section show that LLPS may be 

induced if the temperature of a protein-PEG-buffer mixture is lowered below the 

corresponding phase boundary. The presence of this phase transition can be predicted by 

a thermodynamic perturbation theory that treats the buffer as one pseudo-component and 

neglects polymer-polymer interactions. These two factors, which may not be ignored for 

high concentrations of buffer solutes or high PEG molecular weights, can bring about a 

more complex phase-transition behavior. As an example, we consider the mixture 

prepared by using BSA (200 mg/mL), PEG8000 (70 mg/mL), and sodium phosphate 

buffer (0.2 M, pH 7.1). This mixture undergoes LLPS not only by lowering the 

temperature below 273 K but also by increasing it above 300 K. For this mixture, we 

determine the two coexistence curves shown in Fig 4. We have also found that a small 

increase in phosphate concentration significantly reduces the temperature gap between 

the two boundaries. 

The coexistence curve with the upper critical point can be qualitatively described by 

invoking the same factors used to explain the BSA-PEG1450-acetate buffer system. 

However, the coexistence curve with a lower critical point can be explained by 

considering the corresponding PEG8000-phosphate buffer mixture. For this system, 

LLPS with a lower critical point is also observed when the temperature is increased 

above 363 K, consistent with previous results. Thus the effect of BSA is to move this 

phase boundary toward lower temperatures. Since this phase transition is driven by the 
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PEG-buffer system, a wide range of protein systems can undergo LLPS when the 

temperature is increased.  

We remark that two LLPS boundaries may be a valuable tool for protein 

crystallization and biomaterials science in general. For instance, since it is believed that 

critical fluctuations enhance the nucleation of protein crystals,88 the presence of two 

critical points can extend the composition domain where critical fluctuations would occur. 

This could be used for optimizing protein crystallization.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Two coexistence curves of the ternary mixture with the 
composition: BSA, 200 mg/mL; PEG8000, 70 mg/mL; sodium phosphate 
buffer, pH 7.1, 0.2 M. The points were determined by measuring the 
protein concentration in the two coexisting phases at several temperatures. 
The solid curves are guides for the eye. 
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Chapter 9 

Effect of Polymer Conformation on 

Depletion Interactions by 

 Monte Carlo Simulations  
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1. Introduction 

 

In the last Chapter, we have shown that the insertion of non-absorbing polymer 

effectively induces protein condensation. This phenomenon is explained using a model 

describing depletion interactions. This model is based on an expression of free-volume 

fraction obtained from scaled particle theory. Free energy is expressed in terms of protein 

volume fraction and reduced thickness of depletion layer. The validity of this expression 

for the BSA-PEG-buffer system has been examined through checking experimentally the 

consistency of two thermodynamically independent quantities, which are both related to 

the free-volume fraction. However, the q value for the BSA/PEG1450 pair calculated 

from the protein radius and polymer gyration radius was only about 50% of the 

experimentally determined value. This discrepancy was also observed for other protein-

PEG systems.  

In order to explain this discrepancy and make better estimation of the q value, we 

need to consider other non-ideal effects of the protein-polymer systems, such as 1) 

specific structural/conformational properties of PEG coils; 2)  the role of temperature on 

free volume due to protein-protein attractive interactions; 3) protein-PEG specific net 

interactions; 4) deviation of protein shape from that of a sphere. In this dissertation, we 

will examine the first two effects. Specifically, we have used Monte Carlo simulations to 

investigate the effect of PEG conformational degrees of freedom on the q value in this 

chapter. We have also examined the role of temperature on the free volume fraction of 

fluid of hard spheres with attractive interaction by treating the polymer as a hard sphere 

in the following chapter. 
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2. AO Sphere  

 

We have first tested the accuracy of our algorithm. We have performed simulations 

on the free volume fraction, α, by inserting an AO-sphere (see Chapter 1, section 6) into 

a hard-sphere suspension. The ratio of the AO-sphere radius to the hard-sphere radius is 

the reduced thickness of depletion layer, q.  Simulations were conducted at several values 

of q and hard-sphere volume fraction, φ. The number of hard spheres, N, is fixed. The 

value of φ is calculated from the radius of sphere, R, by 𝜙𝜙 = 4𝜋𝜋𝑅𝑅3𝑁𝑁/3. The results are 

reported in Appendix I table 1. For this hard-sphere system, four theoretical expressions 

of α are currently available:196 1) the scaled particle theory (SPT) expression,191 2) the 

Carnahan Starling (CS) expression,198 3) the Mansoori Carnahan Starling Leland (MCSL) 

expression,208 and 4) the Andrews Ellerby (AE) expression.209,210 We define 𝜂𝜂 ≡ 𝜙𝜙/(1 −

𝜙𝜙), and the free volume fraction expressions are: 

𝛼𝛼SPT = (1 − 𝜙𝜙) exp �−(3𝑞𝑞 + 3𝑞𝑞2 + 𝑞𝑞3)𝜂𝜂 − �
9
2
𝑞𝑞2 + 3𝑞𝑞3�𝜂𝜂2 − 3𝑞𝑞3𝜂𝜂3� 

𝛼𝛼CS = (1 − 𝜙𝜙) exp �−(3𝑞𝑞 + 3𝑞𝑞2 + 𝑞𝑞3)𝜂𝜂 − �
9
2
𝑞𝑞2 + 3𝑞𝑞3� 𝜂𝜂2 − (3𝑞𝑞3)𝜂𝜂3 + 𝑞𝑞3𝜙𝜙𝜂𝜂3� 

𝛼𝛼MCSL = (1 − 𝜙𝜙) exp�(3𝑞𝑞2 − 2𝑞𝑞3) ln(1 + 𝜂𝜂) − (3𝑞𝑞 + 6𝑞𝑞2 − 𝑞𝑞3)𝜂𝜂 − (3𝑞𝑞2 + 4𝑞𝑞3)𝜂𝜂2 − 2𝑞𝑞3𝜂𝜂3� 

𝛼𝛼AE = (1 −𝜙𝜙) exp�−
(3𝑞𝑞 + 3𝑞𝑞2 + 𝑞𝑞3)(𝜂𝜂 + 𝜂𝜂2)

�1 + �1 − 15
14 𝑞𝑞�𝜂𝜂 + � 87

7√2𝜋𝜋
− 18
𝜋𝜋2 −

15
14� 𝑞𝑞𝜂𝜂

2�
�                                     (1) 

 

The comparison between our simulations and the theoretical curves is shown in Fig 1. 

We report 𝛼𝛼 − (1 + 𝑞𝑞)3𝜙𝜙 as a function of φ. The quantity 𝛼𝛼 − (1 + 𝑞𝑞)3𝜙𝜙 is the volume 
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fraction associated with the overlap of the depletion layers (see Chapter 8, section 6), 

which is directly related to hard-sphere distribution within the suspension. 

We observe that our simulation results are in very good agreement with all 

theoretical curves with the exception of that associated with AE theory. 
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Figure 1. Our simulation and theoretical curves for 𝛼𝛼 − (1 + 𝑞𝑞)3𝜙𝜙 as a function 
of φ at several q.  
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3. Deformability and Penetrability of Polymer Chain 

 

On a molecular level, the reduced thickness of the depletion layer for a polymer coil 

can be calculated using, 𝑞𝑞 = 𝛿𝛿/𝑅𝑅 = 𝑓𝑓𝑅𝑅𝑔𝑔/𝑅𝑅 ,95, 96 where 𝑓𝑓  is a function of polymer 

property. Since the depletion layer is defined as the region around the protein molecule 

which is not accessible to the center of polymer coil, it is clear that its reduced thickness, 

q, is proportional to the gyration radius normalized by the effective radius of protein 

molecule. If the polymer is a sphere then 𝑅𝑅𝑔𝑔 = �3/5𝑅𝑅HS  and 𝑞𝑞 = 𝑅𝑅HS /𝑅𝑅 . This implies 

that 𝑓𝑓 = �5/3. However, for a polymer coil, the correction factor 𝑓𝑓 will be smaller than 

�5/3  because a coil is deformable and penetrable in the presence of globular compact 

particles (e.g. protein).95, 122 Moreover, 𝑓𝑓 = 𝑓𝑓(𝑅𝑅𝑔𝑔/𝑅𝑅 ) itself will be a function of the ratio 

between polymer gyration radius to the protein radius.95, 96, 98  If the protein molecule is 

relatively small compared to the polymer coil, it can easily penetrate the polymer coil, i.e. 

it can get closer to the center of polymer, and the correction factor would be significantly 

smaller than one. In contrast, when the protein molecule is relatively large with respect to 

the polymer coil, it will be hard for it to deform/penetrate the polymer coil and thus the 

correction factor will be large. We further note that penetrability also depends on the 

conformation of the polymer. 

In the case of the BSA/PEG1450 pair, where 𝑅𝑅g/𝑅𝑅 = 1.5/2.7 = 0.56 , the 

correction factor for the random-coil model, 𝑓𝑓�𝑅𝑅𝑔𝑔/𝑅𝑅 � = 1.01, was used to estimate q 

(Chapter 8).  

We note that the ideal-coil model is extensively used to describe the depletion 

interactions for coilloid/polymer systems.93-96 However, the ideal-coil model ignores 
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structural details of polymers such as the chemical bond lengths and bond angles and 

conformational details related to steric effects between the monomeric units and gauche-

trans properties. In the case of colloidal particles (with radius of  ≈ 100 nm), neglecting 

structural properties such as bond length and angles may be acceptable because the bond 

length is very small compared to the radius of the colloidal particle. 93-96 However, many 

proteins, including those investigated here, have a radius of only a few nanometers. Thus, 

this approximation may not be suitable for small proteins. We therefore use our 

simulations to examine the effect of structural parameters on the depletion interaction. 

The first structural effect we introduce with respect to the random coil is the 

existence of backbone bonds. The polymer was modeled by a linear chain consisting of 

M segments (representing the bonds) with given length, l. These attached segments can 

freely rotate in any direction. The protein molecules were modeled as hard spheres in the 

absence of attractive interaction. We performed simulations to determine the free-volume 

fraction for the polymer with M segments as a function of the volume fractions, φ, of 

hard-spheres. Simulations were performed on a cubic box with unit volume. The hard-

sphere radius, R, is calculated from the specified value of φ. The value of α  was 

determined as a function of φ and the results were fitted to the free-volume expression of 

scaled particle theory, eq 1. 

Using eq 1, we determined the function q(φ ). A representative plot of q as function 

of φ for l/R= 0.067704 and M =101 is shown in Fig 2. The value of M =101 corresponds 

to the number of backbone bonds in PEG1450. We can observe that q decreases as φ 

increases.  
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However the dependence of q on φ is not linear. Interestingly, as we can see in Fig 

3, a linear dependence on �𝜙𝜙  well describes the behavior of 𝑞𝑞 . Hence, in order to 

determine the value of q in the limit of φ = 0 (i.e. in the absence hard-sphere interactions), 

we have used a weighted linear regression to fit q as a function of �𝜙𝜙 with a linear 

function. For the case shown in Fig 3, the value of q = 0.4832±0.0007 is obtained by 

extrapolation. In Fig 3, we also show our simulations results for an equivalent AO sphere 

with RAO/R=0.4832 as a control. The corresponding q(φ ) (shown in Fig 3) was obtained 

using eq 2. We obtain q(φ ) = RHS/R = 0.4832±0.0008 is independent of φ within the 

simulation error as expected. The observed decrease of q as φ increases implies that the 

polymer coil is penetrable and/or deformable as the hard-sphere concentration increases. 
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Figure 2. Simulation results for q as a function of φ for a coil with M=101 and 
l/R= 0.067704. Our results  do not fit well a linear behavior.  
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For a given polymer coil with M segments of length l, we have also determined its 

gyration radius, Rg, as a multiple of R as (Appendix G). Note that Rg/R for the segment-

chain depends on M and l/R. We have therefore characterized the dependence of Rg/R as a 

function of φ. A representative result of Rg/R is shown in Fig 4. We observed that the 

Rg/R decreases as φ increases. This is consistent with coil deformability. However, that 

the obtained change of Rg/R in the investigated range of φ is within 0.6%. This change is 

much lower than the corresponding change of 5.3% observed for q. That q decreases 
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0.00 0.05 0.10 0.15 0.20 0.25

q

Figure 3. Depletion-layer thickness, q as a function of �𝜙𝜙 for a coil with M=101 
and l/R= 0.067704. (solid circles) Data are fitted to a linear function (solid line). 
The value of q is obtained is 0.4832±0.0007. The slope is -0.113±0.004. Data for 
an equivalent AO sphere with RAO/R= 0.4832 (open circles) are also fitted to a 
linear function (dash line). The value of q obtained is 0.4832±0.0008. The slope is 
0.0003±0.004. 

�𝜙𝜙 
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significantly more than Rg/R indicates that the effect of penetration is more important 

than that of deformation. Similar results for q(φ) and Rg/R(φ) have been also obtained for 

other values of l/R (appendix I table 2, 3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Using the values of q and Rg in the limit of φ = 0, we have determined the correction 

factor for the segment chain with M=101 by using 𝑓𝑓 = 𝑞𝑞 𝑅𝑅/𝑅𝑅𝑔𝑔 .  For M=101, Rg/R was 

changed by choosing different ratios of l/R. The corresponding correction factors 𝑓𝑓 were 

calculated and reported in Fig 5 at different 𝑅𝑅g/𝑅𝑅. In Fig 5, the theoretical values of 

correction factors for ideal chain are also shown. They are calculated using the following 

equation based on Eisenriegler theory (see appendix B), 
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R g
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φ

Figure 4.  Rg dependence on φ for a segment chain with M=101 and  
l/R= 0.067704.  
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                                  𝑓𝑓 =
𝑅𝑅
𝑅𝑅𝑔𝑔
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𝑅𝑅𝑔𝑔
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� + 3 �

𝑅𝑅𝑔𝑔
𝑅𝑅
�

2

�

1
3
− 1�                                             (2) 

                                   𝑓𝑓 =
2
√𝜋𝜋

         when   
𝑅𝑅𝑔𝑔
𝑅𝑅
→ 0                                                                     (3) 

The vertical dash line in Fig 5 indicates the value of correction factor at 𝑅𝑅𝑔𝑔/𝑅𝑅 = 0.556. 

This value corresponds to the BSA-PEG1450 pair. This Fig shows that the segment-chain 

is more penetrable than the ideal chain in the presence of spherical particles. Thus the 

reduced thickness of the depletion layer obtained for the segment chain, q = 0.48, is lower 

than that for the ideal chain, q = 0.57 based on Eisenriegler theory. The q value for the 

segment chain is closer to the experimental value of q = 0.31. 
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Figure 5. Correction factor as a function of the ratio Rg / R. The solid curve is f 
for ideal chain. The solid circles are the values for the segment chain with M 
=101. The vertical dash line indicates the value at 𝑅𝑅𝑔𝑔/𝑅𝑅 = 0.556 for the BSA-
PEG1450 pair. 
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We attribute the increase in penetrability observed for the segment chain compared 

to ideal chain to the discrete nature of the changes of polymer conformation occurring in 

the presence of spheres. We verify this conclusion by determining 𝑓𝑓 as a function of M at 

constant Rg /R.  In Fig 6, we plot 𝑓𝑓 as a function of M −0.5 to demonstrate that, as the 

number of segments increases (and discreteness of chain decreases) at constant Rg /R, 𝑓𝑓 

increases. In the limit of M→∞ (i.e. infinitesimally short segment length), the segment 

chain coincides with the ideal chain. The value of 𝑓𝑓  extrapolated in this limit is 0.99 for 

Rg /R=0.556. This value is 2% lower than the theoretical value of 1.01 obtained using eq 

2.A similar discrepancy from theory was obtained from Monte Carlo simulations reported 

by Tuinier and Lekkerkerker on the ideal chain.95  
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Figure 6. Correction factor of coils increase as a function of 1/M 0.5 (solid circles). 
The straight line is a linear fit through the data. The open circle represents the 
value obtained from eq 2 using Rg /R=0.556. 
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To further investigate the role of polymer structure on 𝑓𝑓�𝑅𝑅𝑔𝑔/𝑅𝑅 �, we examined the 

effect of a fixed angle between neighboring segments. In other word, we have examined a 

fixed-angle segment chain. 

 

 

 

 

 

 

 

 

 

 

 

 Here, a segment can only rotate with respect to its neighboring segments and the angle, 

θ, between segments is fixed as shown in Fig 7. Simulations have been performed with 

the chain with M=101 and at several fixed angles: θ = 30°, 60°, 90°, 109.5°, 120° and 150°. 

The corresponding correction factors 𝑓𝑓 are plotted in Fig 8 as a function of 𝑅𝑅g/𝑅𝑅. We 

observe that the presence of a fixed angle generally reduces penetrability to the segment 

chain. Moreover, penetrability for a given Rg/R and M increases as θ increases. We 

attribute this behavior to an increase of compactness as θ decrease. Interestingly, 𝑓𝑓 for 

the fixed-angle segment chain with θ =120° nearly coincides with 𝑓𝑓 for the segment chain.  

In the case of PEG, we have θ =109.5°. For this angle, 𝑓𝑓 is only about 2% higher than 𝑓𝑓 

l 

θ 

Figure 7. Fixed-angle segment chain. The fixed angle is θ. 
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for the segment-chain. For the BSA-PEG1450 pair (𝑅𝑅𝑔𝑔/𝑅𝑅 = 0.556), we obtain q = 0.49 at 

θ =109.5°. 
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Figure 8. Correction factors as a function of Rg/R and θ for M=101. 
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4. Inconsistency of the Gyration Radius and Bond Length of Polymer 

 

In Section 3, we have demonstrated that a segment chain is more penetrable than an 

ideal chain with the same Rg/R. Then, by introducing a fixed bond angle, we can mimick 

PEG1450 structure by setting M =101 and θ =109.5°. The obtained value of q of 0.49 is 

closer than that of the ideal chain to the experimental value. Our simulations could be 

used not only to determine Rg/R but also Rg for the fixed-angle segment chain as a 

function of M and θ. In order to determine absolute values of Rg for PEG, we need to 

know the value of the segment length l. PEG backbone consists of 1/3 C-C bonds and 2/3 

C-O bonds. We have used the values of 1.54Å and 1.43Å for the C-C and C-O bonds in 

ethylene glycol respectively.211 We have determined the value of l = 1.47 Å as a weighed 

average between these two bond-length values. If we set the length of the segment to l = 

1.47 Å, we can determine Rg as function of φ for a given R. We show our simulation 

results in Fig 9 for the segment chain and the fixed-angle segment chain with θ = 109.5°. 

We further observe that Rg can be also calculated at φ = 0 using well-established 

theoretical equations:  

𝑅𝑅𝑔𝑔  = �𝑁𝑁𝑙𝑙
2

6
         for segment chain                                                                                 (4) 

𝑅𝑅𝑔𝑔  = �𝑁𝑁𝑙𝑙
2 �1 + 2∑ �1 − 𝑘𝑘

𝑁𝑁� cosk(𝜋𝜋 − 𝜃𝜃)𝑁𝑁−1
𝑘𝑘=1 �

6
   for fixed− angle segment chain  

 

In Fig 9, we can see that Rg does not significantly depend on φ in both cases. We can also 

see that the theoretical values obtained using eq 4 agrees quite well with our simulations. 
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The obtained value of Rg for M =101 and θ = 109.5° can be compared with the 

experimental value of Rg = 15 Å for PEG 1450. 89 This experimental value is 80% larger 

than the theoretical one for both chain models. Clearly, this large discrepancy leads to an 

inconsistency between the Rg value calculated using structural parameters of PEG1450 

(i.e., M =101 and l = 1.47 Å) and the experimentally observed Rg.  To remove this 

inconsistency, we have introduced a novel two-parameter model so that the theoretical 

value of Rg obtained for the chosen values of M and l reproduces the experimental value 

of Rg. 
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Figure 9. Gyration radius, Rg, for the segment chain with M =101 and l =1.47 Å 
(open circle) and the corresponding fixed-angle polymer chain with θ =109° (open 
diamond). The data are fitted with linear function: Rg = Rg° (1- kφ ). The solid 
circle and diamond represent the theoretical values of gyration radius. 

Polymer model with fixed angle  
Rg°= 8.4822 Å,   k = 0.055 

Polymer model with segments 
 Rg°= 6.0609 Å,   k = 0.044 
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5. Two-Parameter Self-Avoiding Chain Model 

 

The experimental gyration radius of PEG scales with molecular weight according to 

                                                           𝑅𝑅g = 𝑏𝑏(𝑀𝑀𝑤𝑤/𝑀𝑀𝑤𝑤
° )𝑎𝑎                                                            (5)     

where a = 0.55 and b = 0.27 Å in water at 293.15K.89 In eq 5, Mw is the molecular weight 

of PEG and 𝑀𝑀𝑤𝑤
° = 1g/mol. For an ideal chain, which has no rotational restriction, the 

scaling exponent is 0.50 independent of M. However, a real polymer chain is also 

affected by steric exclusion effects between segments. This results in an expansion of the 

coil and a scaling exponent larger than 0.5. 212 Moreover, the solvent also contributes to 

the value of a. If the polymer-solvent interaction is energetically favorable (good solvent), 

the polymer chain will expand and a increases.212 In contrast, the polymer chain will 

contract and a decreases when the segment-segment interaction is favorable (poor 

solvent). 212 In our experimental conditions of T= 298K and lower temperatures, water is 

a good solvent for PEG. We now observe that the steric exclusion effect can be modeled 

by assuming that each segment end point is a small hard sphere with radius r. Values of a 

larger than 0.5 can be successfully obtained in this way. However, to reproduce the 

experimental value of b in eq 5, we need to introduce another parameter in the coil model. 

As a second parameter, we introduce the energy difference between trans and gauche 

conformations in the polymer chain. In summary, the experimental gyration radius of 

PEG, and its dependence on molecular weight can be obtained by introducing a self-

avoiding chain model that includes two adjustable parameters: an effective hard-sphere 

radius for the segment end points and a trans-gauche transition energy. 
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In Fig 10, we illustrate the two important features of this model. In Fig 10a, we can 

see that the solid black circles with radius r characterize the steric effects associated with 

segment end points. The angle Φ has been introduces to characterize conformational 

states. In Fig 10b, the conformational potential energy V(Φ) used in our model is shown. 

Specifically, we set V(Φ) = 0 for 0 ≤ 𝛷𝛷 < 𝜋𝜋/2 (trans state) and V(Φ) = 𝜖𝜖 for 𝜋𝜋/2 𝛷𝛷 < 𝜋𝜋 

(gauche state). 
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Figure 10. Self-avoiding chain model with segment length, l, bond angle, θ, and 
two adjustable parameters, the effective atomic radius 𝑟̂𝑟  and the trans-gauche 
transition energy, 𝜖𝜖̂. 
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Using this two-parameter chain model, we have determined Rg at φ =0 as a function 

of M and the reduced parameters 𝑟̂𝑟 ≡ 𝑟𝑟/𝑙𝑙  and 𝜖𝜖̂ ≡ 𝜖𝜖/𝑙𝑙 . Specifically, we performed 

simulations with self-avoiding chains with three values of M (101, 137 and 206) and 

calculated the corresponding scaling factor a using eq 5. Values for Rg/l for M =101 and θ 

=109.5° and the corresponding values of a for different sets of 𝑟̂𝑟 and 𝜖𝜖̂ are reported in 

Table 4 of Appendix I. Our results are also shown in Fig 11. 
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Figure 11. Values of Rg/l and a calculated for several sets of the two parameters 
(𝑟̂𝑟, 𝜖𝜖̂). The coordinates of (a, Rg/l) are denoted by solid circles. The solid curves 
indicate the points with same 𝜖𝜖̂, and the dashed dotted curves indicate the points 
with same 𝑟̂𝑟. The chosen values of 𝑟̂𝑟 =0.15 and 𝜖𝜖̂ =2.747 (open circle) best fit the 
experimental values of a=0.55, b=0.27. 
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We now examine the behavior of Rg in Fig 11. The solid curves connect points with 

same 𝑟̂𝑟 and dashed curves connect points with the same 𝜖𝜖̂.  In Fig 11, when 𝑟̂𝑟 = 0 and 

𝜖𝜖̂ = 0, there is no rotational restriction on the azimuth angle Φ and the scaling exponent 

determined by simulation is equal to 0.50 within the simulation error ±0.001. This value 

corresponds to the value of ideal chains. We can also see that Rg and a both increase with 

𝑟̂𝑟, at constant 𝜖𝜖̂. This is consistent with steric effect favoring the extended conformation 

of polymer chain and a corresponding stronger dependence of Rg on M.  

We now examine the behavior of Rg and a as a function of 𝜖𝜖̂ at constant 𝑟̂𝑟. As 𝜖𝜖̂ 

increases, the more extended trans states become increasingly more favored compared to 

the gauche ones. Thus, Rg increases with 𝜖𝜖̂ as shown in Fig 11. However, the dependence 

of scaling exponent, a, on 𝜖𝜖̂ is not always monotonic.  To describe the observed behavior 

of a, we consider the following expression for a obtained from differentiation of eq 5 

when M is large: 

 

                                      𝑎𝑎 = 𝑀𝑀�ln(𝑅𝑅𝑔𝑔(𝑀𝑀 + 1)) − ln(𝑅𝑅𝑔𝑔(𝑀𝑀))�                                                (6) 

 

The dependence of a on 𝜖𝜖̂ is then given by: 

 

                         
𝜕𝜕𝜕𝜕
𝜕𝜕𝜖𝜖̂

= 𝑀𝑀 �
𝜕𝜕ln(𝑅𝑅𝑔𝑔(𝑀𝑀 + 1))

𝜕𝜕𝜖𝜖̂
−
𝜕𝜕ln(𝑅𝑅𝑔𝑔(𝑀𝑀))

𝜕𝜕𝜖𝜖̂
�                                                    (7) 

 

We now consider the case of 𝑟̂𝑟 = 0. At 𝜖𝜖̂ = 0 both trans and gauche states have equal 

probability. However, as 𝜖𝜖̂ increases, trans states become more probable than gauche 
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states. Since Rg increases with the frequency of trans states, 𝜕𝜕ln(𝑅𝑅𝑔𝑔  )/𝜕𝜕𝜖𝜖̂ is positive. We 

now consider the effect that M has on 𝜕𝜕ln(𝑅𝑅𝑔𝑔  )/𝜕𝜕𝜖𝜖̂. In Fig 12, we plot lnRg as a function 

of 𝜖𝜖̂ for two different values of M (see solid curves). From the initial slopes, we can see 

that 𝜕𝜕ln(𝑅𝑅𝑔𝑔  )/𝜕𝜕𝜖𝜖̂ increases with M. This can be understood by observing that the higher 

M, the higher the number of gauche to trans changes occur upon increasing 𝜖𝜖̂. This 

implies that the difference on the right side of eq 7 is positive. Thus 𝜕𝜕𝜕𝜕/𝜕𝜕𝜖𝜖̂ > 0 

consistent with the behavior obtained for 𝑟̂𝑟 = 0 and 𝑟̂𝑟 = 0.1 in Fig 12. We now introduce 

the effect of 𝑟̂𝑟. Since 𝑟̂𝑟 > 0, the probability of trans states is higher than that of gauche 

states even at 𝜖𝜖̂ = 0. As 𝑟̂𝑟 increases at 𝜖𝜖̂ = 0, the probability of gauche states reduces due 

to the corresponding increase of steric effects. We therefore obtain that 𝜕𝜕ln(𝑅𝑅𝑔𝑔)/𝜕𝜕𝜖𝜖̂ 

decreases as 𝑟̂𝑟 increases (see the initial slope for solid and dashed curves in Fig 12). As M 

increases at constant 𝑟̂𝑟 and 𝜖𝜖̂ = 0, the number of gauche states may even decrease due to 

a corresponding increase of steric effects. This implies that the corresponding number of 

gauche to trans changes upon increasing 𝜖𝜖̂ may also decrease. In this case, the difference 

on the right side of eq 7 is negative and 𝜕𝜕𝜕𝜕/𝜕𝜕𝜖𝜖̂ < 0. This is consistent with the observed 

behavior at low 𝜖𝜖̂  and large 𝑟̂𝑟 . As 𝜖𝜖̂  increases, the role of steric exclusion becomes 

relatively weaker and 𝜕𝜕𝜕𝜕/𝜕𝜕𝜖𝜖̂ > 0 is recovered. 
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Figure 12. Logarithm of the ratio Rg/Rg
o as a function of the reduced trans-

gauche conformational transition energy, where Rg
o is Rg at 𝜖𝜖̂ = 0. The diamond 

and the triangle marks denote the polymer chain with 101 and 206 segments 
respectively. The solid lines with solid marks represent the polymer chain with 
𝑟̂𝑟 = 0, while the dash lines with open marks represent the chain with 𝑟̂𝑟 = 0.5. 

𝜖𝜖̂  

𝑟̂𝑟 = 0.5 
 

𝑟̂𝑟 = 0 
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6. Determination of q using the Self-Avoiding Chain Model 

 

In the previous section, we have introduced a two parameter self-avoiding chain 

model. Using the obtained map of a-Rg/l data (see Fig 11), we have then identified the 

values of the two parameters (𝑟̂𝑟 = 0.15, 𝜖𝜖̂ = 2.701) that best fitting the experimental 

scaling properties of PEG. The value of 𝜖𝜖̂ = 2.701 corresponds to a molar trans-gauche 

transition energy of 𝜖𝜖 = 1600 cal/mol at 298.15°C. Interestingly, this value is very close 

to the experimental value of 𝜖𝜖 = 1400 ± 150 cal/mol for pure diethyl ether in the liquid 

state at the same temperature.213 

For this specific case, we have performed simulations on the free-volume as a 

function of φ to determine q in the limit of φ = 0. The correction factors f as a function of 

Rg/R have been plotted in Fig 13. 

  

 

 

 

 

 

 

 

 

 

 
Figure 13. Correction factor f as a function of Rg/R: ideal chain (solid curve), 
segment-chain (solid diamonds), fixed-angle segment chain (open circles), self-
avoiding chain (closed circles). The vertical dashed line corresponds to the  Rg/R 
value for PEG1450-BSA pair. 
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In Fig 13, the correction factor for the BSA-PEG1450 pair (Rg/R=0.556), is equal to 0.80, 

and the corresponding q value is 0.44. This value is in better agreement with the 

experimental one than those previously obtained for the segment chain and the fixed-

angle segment chain. This implies that the two-parameter self-avoiding chain is more 

penetrable. This conclusion can be related to a corresponding larger chain expansion. We 

summarize the q values obtained for the BSA-PEG1450 pair for each polymer model in 

Table 1. Therefore, we conclude that the conformation of polymer chain in solution 

contributes significantly to the depletion interaction between protein molecules caused by 

non-absorbing polymer.  

 

Ideal Chain Segment Chain Fixed-angle Self-avoiding Experimental 

q = 0.56 q = 0.48 q = 0.49 q = 0.44 q = 0.31 

 

 

 

 

7. Effect of φ on q 

 

The q values obtained from simulations were all extracted in the limit of infinite 

dilution, i.e. φ = 0. Because the polymer coils can be penetrated by the spherical particles, 

the value of q will depend on φ as already shown for the segment chain (see Fig 3). We 

have used our simulation results, α (φ), to determine q(φ) using eq 1. Our results are 

shown in Fig 14. The q value decreases as the volume fraction increases. This is 

Table 1. The experimental, theoretical and simulation values of reduced depletion 
layer thickness, q, of BSA/PEG1450 pair. 
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consistent with spheres being able to penetrate the polymer coil and, in turns, reduce the 

average thickness of depletion layers around them. In Fig 14, we have indicated the 

experimental range of protein volume fractions given in Chapter 8 by the two dashed 

vertical lines. Within this range, the change of q values is around 10% (Fig 14). Therefore, 

the q value for the BSA-PEG1450 pair determined by simulation in the experimental 

range of protein volume fraction is 0.39 ± 0.02. This value of q is even closer to the 

experimental value 0.31 ± 0.01 extracted from Tph(c2) measurements. 
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Figure 14. The q values for the BSA-PEG1450 determined by Monte Carlo 
simulations for the self-avoiding chain at volume fractions. Note that 𝜂𝜂 ≡ 𝜙𝜙/(1 −
𝜙𝜙). The experimental range of protein volume fractions described in Chapter 8 is 
indicated by the two dashed vertical lines. For comparison, we also include our 
simulation results for the corresponding segment chain. 
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In summary, we have constructed a polymer model that allows us to determine 

more accurate estimates of q from the microscopic parameters such as Rg and R. This 

yields values of q closer to the experimental one for the BSA-PEG1450 pair. It is 

important to observe that estimation of q can be further improved by considering other 

factors such as the deviation from the spherical shape and attractive interaction between 

the polymer coil and the protein. These factors should be assessed in future work. 
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Chapter 10 

Computer Simulation Study on the Effect 

of Temperature on Free-Volume Fraction 

 

 

 

 

 

 

 

 

 



155 
 

1. Introduction 

 

In the case of a hard-sphere suspension, the free-volume fraction, α (φ), is 

independent of temperature. However, if attractive interactions are added to the hard-core 

repulsion of hard-spheres, α becomes a function of T. This is directly relevant to protein 

solutions, for which protein-protein attractive interactions are often encountered.  

Attractive interactions promote particle clustering. We therefore expect that α is larger 

than that predicted for pure hard-spheres. The effect of temperature on α can be described 

by introducing the following high-temperature power-series expansion: 

                                           ln𝛼𝛼 = ln𝛼𝛼(0) + 𝜁𝜁1
1
𝑅𝑅𝑅𝑅

+ 𝜁𝜁2 �
1
𝑅𝑅𝑅𝑅

�
2

+ ⋯                                          (1) 

For simplicity, we can describe attractive interactions using the square-well potential (see 

Section 2 of Chapter 8). We can rewrite the previous expression as: 

                                           ln𝛼𝛼 = ln𝛼𝛼(0) + 𝜁𝜁1
𝜀𝜀
𝑅𝑅𝑅𝑅

+ 𝜁𝜁2 �
𝜀𝜀
𝑅𝑅𝑅𝑅

�
2

+ ⋯                                          (2)  

where ε is the reduced depth of potential well, and the coefficients 𝜁𝜁𝑖𝑖 =  𝜁𝜁𝑖𝑖/𝜀𝜀𝑖𝑖  is a 

function of the reduced range of square-well potential, λ, and the volume fraction, φ. It is 

important to note that α(0) is the free-volume fraction at T→∞. This coincides with the 

free-volume fraction for pure hard spheres. We have performed particle insertion into a 

hard-sphere suspension with attractive interactions. For simplicity, we have considered 

the case in which the inserted particle is a AO sphere (Chapter 1) with radius qR. We first 

use our simulations to examine the effect of temperature on free-volume fraction that is 

directly relevant to our experimentally investigated BSA-PEG1450-buffer system. We 

will then  describe the effect of temperature as a function of q and λ  more generally. 
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2. Effect of Attraction on α.   

Implications for the BSA-PEG1450-buffer system 

 

Our measurements of Tph(c2) and second virial coefficient described in Chapter 8 

indicate that protein-protein interactions are attractive for the BSA-buffer system at pH 

5.2. Modeling these interactions using a square-well potential has allowed us to obtain ε 

= 1.5± 0.2 J/mol and λ =1.5. The value of q that best describes our results is q = 0.31, 

which is significantly smaller than the value of q = 0.56 obtained from Rg/R and f (Rg/R), 

where f (Rg/R) is the correction factor for an ideal chain. In the previous chapter, our 

simulations together with a more accurate polymer model for PEG1450 have shown that 

q=0.39 is a better microscopic estimation of the reduced thickness of depletion layer. 

To examine the role of temperature on α, we have performed simulations to 

determine α as a function of ε at λ=1.5 and at several values of φ (0.1, 0.2 and 0.3). We 

have specifically considered the case of q = 0.25 and q = 0.50 in order to cover both the 

experimentally-determined value of q and corresponding microscopic estimations. Our 

results are shown in Fig 1a,b, where we plot ln(α/α(0)) as a function of 𝜀𝜀̂ ≡  𝜀𝜀/𝑅𝑅𝑅𝑅. We 

note that ln(α/α(0))  describes the contribution of the attractive interaction to the free 

volume change associated with inserting the AO sphere (see eqs 1,2). It is important to 

remark that the upper limit of 𝜀𝜀̂ was chosen to be low enough that phase transitions were 

not observed during our simulation. Fig. 1 shows that ln(α/α(0)) increases with 𝜀𝜀̂. The 

effect is larger at high volume fractions of spheres. This behavior can be related to 

particle clustering due to attractive interactions. The dashed vertical line indicates the 

value of 𝜀𝜀̂ associate with the BSA-buffer system at the lowest experimental temperature 
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(-15°C). At this 𝜀𝜀̂  value and q = 0.25, we find that α is 0.1% higher than α(0) at φ = 0.1, 

and becomes 0.6% higher than α(0) at φ = 0.3. At q = 0.50, α is 1.1% higher than α(0) at φ 

= 0.1, and becomes 10% higher than α(0) at φ = 0.3. We have then used the scaled particle 

theory (eq 1 in Chapter 9) to obtain the corresponding values of q.   At q = 0.25, the 

obtained q is 1.0% smaller at φ = 0.1, and 1.5% smaller at φ = 0.3. At q = 0.50, the 

obtained q is 3.1% smaller at φ = 0.1, and 5.7% smaller at φ = 0.3. Thus, we remark that 

the deviations of α and q due to the presence of attractive interaction are smaller or 

comparable to the experimental error. Thus, neglecting the effect of temperature on α is a 

valid approximation within our experimental domain. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



158 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0

0.002

0.004

0.006

0.008

0.0 0.2 0.4 0.6 0.8

ln
(α

 /α
 0)

q= 0.25, λ =1.50

0

0.03

0.06

0.09

0.12

0.0 0.2 0.4 0.6 0.8

ln
(α

 /α
 0)

q= 0.50, λ =1.50

Figure 1. Effect of 𝜀𝜀̂ on the free volume fraction α. (A) q=0.25 and λ=1.5; (B) 
q=0.50 and λ=1.5. Vertical dashed lines indicates ε=1.5kJ/mol and T=-15°C. 
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3. Dependence of 𝜁𝜁1 on λ, q and φ 

 

We now examine the behavior of the first order coefficient, 𝜁𝜁1(𝜆𝜆,𝜙𝜙, 𝑞𝑞), in eq. 2. 

This parameter, when positive, describes the increase in α with respect to α(0). The value 

of 𝜁𝜁1(𝜆𝜆,𝜙𝜙, 𝑞𝑞)  was determined by linear extrapolation of ln(α /α(0))/ 𝜀𝜀̂  at 𝜀𝜀̂ = 0 (high-

temperature limit). Our simulation results are shown in Fig 2(a,b,c). In this Fig, we plot 

𝜁𝜁1 as a function of λ (with 1< λ ≤ 2) at several values of φ (0.1, 0.2, 0.3 and 0.4) and q 

(0.25, 0.5 and 1.0). For λ values close to λ =1, 𝜁𝜁1  increases with λ. This can be 

understood by considering the fact that increasing the range of attractive interactions 

enhances particle clustering. This effect is larger at higher values of φ (see Fig 2). We can 

also see that the higher q the higher 𝜁𝜁1  for given values of φ and λ. It is however 

important to observe that the behavior of 𝜁𝜁1  at relatively larger values of λ is quite 

complex. We can notice that 𝜁𝜁1 displays a maximum when plotted as a function of λ. 

Furthermore, 𝜁𝜁1 becomes even negative when λ−1 is appreciably larger than q.  

To physically understand this behavior, we should compare representative particle 

configurations in the case of small and large λ values. This is illustrated in Fig 3. In Fig 

3A, we consider the case of λ small. Here, we can appreciate that the number of particle 

contacts is larger when clustering occurs. Thus, the right configuration is favored with 

respect to the left configuration. Correspondingly, for a given q value, the free volume 

associated with the right configuration is larger than that associated with the left 

configuration. Since an increase in λ (for λ small) increases clustering, 𝜁𝜁1 is expected to 

increase with λ. We now consider the case in which λ is large. This is shown in Fig 3B.  
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Figure 3. (A) Attraction favors clustering configurations of particles when λ is 
small; (B) Attraction favors dispersing configurations of particles when λ is large. 
The solid circles denote hard spheres, the dashed circles denote the range of 
attractive interaction, and the arrows indicate particle-particle attractive contacts 
responsible for lowering the system internal energy. 
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Since λ is large, particle-particle attraction occurs even if particles are not close to 

each other. In other words, clustering becomes no longer necessary in order to lower the 

internal energy of the system. On the other hand, particle clustering may even reduce the 

number of contacts if λ is large as shown in Fig 3B. Thus, the left configuration becomes 

favored with respect to the right configuration. In these conditions, particle-particle 

attraction has the effect of lowering the free volume. The specific value of λ at which the 

effect of particle-particle attraction on free volume switches behavior is connected to the 

thickness of the depletion layer, q, because α depends on q. Fig. 4 shows the effect of 

range of interaction on free volume. 

We can also use scaled-particle theory to determine the expression for 𝜁𝜁1(𝜆𝜆,𝜙𝜙, 𝑞𝑞). 

According to scaled-particle theory,191,192 the work, W, to create a cavity, which is 

directly related to free volume, depends on the pressure of the particle suspension, Π: 

                                 𝛽𝛽𝛽𝛽 = −ln(1− 𝜙𝜙) + 3(𝑞𝑞 + 𝑞𝑞2)𝜂𝜂 +
9
2
𝑞𝑞𝜂𝜂2 + 𝛽𝛽𝑉𝑉𝑞𝑞3Π                         (3) 

where 𝜂𝜂 ≡ 𝜙𝜙/(1 − 𝜙𝜙), 𝛽𝛽 ≡ 1/𝑘𝑘𝑘𝑘 , and k is the Boltzmann constant, and 𝑉𝑉 is the volume 

of one hard sphere given by 𝑉𝑉 ≡ 4𝜋𝜋𝑅𝑅3/3. 

Using the square-well potential, we can apply first-order perturbation theory with respect 

to the hard-sphere pressure, Π0, and obtain the following expression for Π: 

                             𝛱𝛱 = 𝛱𝛱0 − 12𝜀𝜀𝜀𝜀𝜀𝜀
𝜕𝜕 �𝜙𝜙 ∫ 𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟𝜆𝜆

1 �
𝜕𝜕𝜕𝜕

                                                      (4) 

where the ρ  is the number density of the particles. 

If we set W = lnα as in the case of a hard-sphere suspension, we obtain from eq 2: 

                             
ln(𝛼𝛼/𝛼𝛼0)

𝜀𝜀̂
= 12𝜙𝜙2𝑞𝑞3

𝜕𝜕 �𝜙𝜙 ∫ 𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟𝜆𝜆
1 �
𝜕𝜕𝜕𝜕

                                              (5)  
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Details on the derivation of eq 5 are given in Appendix E. Theoretical curves 

obtained using eq 5 are also shown in Fig 2. We observe that the theoretical values 

display a trend similar to our simulation results. However discrepancy between the 

theoretical curves and the simulation results increases with λ. A careful examination of 

scaled particle theory leads to the conclusion that this discrepancy arises from the basic 

assumption: W = lnα. When ε =0, i.e. the hard-sphere case, the free energy change of 

inserting the AO sphere is equal to the work for creating a cavity. However, when ε ≠ 0, 

these two quantities are not necessary equal. According to scaled particle theory, both 

hard-sphere interactions and attractive interactions contribute to the surface tension of the 

cavity. In other words, the cavity (i.e., the AO-sphere) screens the attractive interactions 

between the particles. On the other hand, in our simulation, the insertion of the AO-

sphere does not screen the attractive interactions between the particles. Therefore, when λ 

is longer than the diameter of cavity, the free energy change of inserting second solute is 

smaller than the work of creating the cavity (Fig 5). 
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Figure 5. Insertion of the AO sphere. (A)When the range of interaction is short, 
the surface tension of the cavity is affected by both hard sphere interaction and 
the attractive interaction. (B) When the range of interaction is long, the attractive 
interaction does not contribute to the surface tension of the cavity. 

 (A)  (B) 
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Figure 4. Free volume in the case of short (A) and long (B) range of interactions. The 
dashed circles denote the range of interaction. The gray layers denote the depletion layers 
with thickness proportional to q. The white area inside the box represents the free volume. 
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Chapter 11 

LLPS Isothermally Induced by 

Protein Cross-linking 
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1. Introduction 

 

In chapter 8, we have demonstrated that LLPS of protein solution can be induced by 

adding PEG, leading to the formation of a protein-rich phase. We now remark that 

protein condensation can be also significantly enhanced in the presence of protein 

oligomerization. Protein oligomerization can naturally occur or can be induced using 

chemical cross-linking. In this chapter, we show that condensation of BSA or lysozyme 

can be isothermally induced by the addition of a chemical cross-linker, glutaraldehyde. 

The morphology of protein condensed phases can be controlled by rationally choosing 

the experimental conditions. We will see that the coupling between LLPS and 

oligomerization plays a crucial role in the observed morphology. This study is relevant to 

both protein condensation diseases and the preparation of protein materials, because 

crowding, oligomerization and cross-linking are important aspects of these areas of 

research. 

   

 

2. Isothermal Induced LLPS of BSA 

 

We performed protein cross-linking reactions in aqueous solutions of BSA using 

glutaraldehyde as the cross-linking agent. Although the mechanism of protein-

glutaraldehyde binding is rather complex due to the participation of glutaraldehyde 

oligomers, it is well-established that this bifunctional cross-linker mainly reacts with the 

ε-amino group of the lysines located on the protein surface (chapter 1, section 8). Cross-
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linking experiments were performed as a function of glutaraldehyde concentration at a 

protein concentration of 10 mg/mL and at pH 5.2, close to the isoelectric point.  

At this pH, LLPS of BSA-buffer solutions does not occur for protein concentrations 

as high as 400 mg/mL and temperatures as low as -15 °C. However, if PEG is added to 

the albumin-buffer solutions, LLPS can be readily induced by lowering the sample 

temperature as shown in chapter 8.  

We performed BSA cross-linking in the presence and absence of PEG at 25 °C. The 

results are summarized in Fig 1a-c for the cross-linking experiments in the presence of 

PEG (PEG8000 6.0% (w/w)) and in Fig 1d for those in the absence of PEG. Fig 1a-c 

illustrates the presence of protein-rich droplets typical of LLPS at three cross-linker 

concentrations. The LLPS boundary of the corresponding cross-linker-free system is 

located at Tph
0= -12 °C. As we will discuss later in more details, protein oligomerization 

is responsible for increasing the LLPS temperature, thereby bringing the system into a 

nonequilibrium state at the reaction temperature (25 °C). Contrary to ordinary LLPS, this 

process is irreversible due to chemical cross-linking. Hence, the final product is cross-

linked protein microspheres. For the experiments in the absence of PEG, protein 

aggregates with no defined morphology were observed by both light microscopy and 

scanning electron microscopy. These amorphous aggregates are shown in Fig 1d and Fig 

2. Thus, our results demonstrate that the presence of the LLPS boundary in the phase 

diagram of protein solutions qualitatively affects the morphology of the protein 

condensed phase generated from cross-linking.  
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Figure 1. Images taken with a light microscope using phase contrast. LLPS induced 
by BSA cross-linking at 25 °C and at three representative glutaraldehyde 
concentrations: (A) cCL = 0.075%; (B) cCL = 0.15%; and (C) cCL = 0.30%. The cross-
linked microspheres were obtained from 10 mg/mL BSA in aqueous sodium acetate 
buffer, 0.1 M, pH 5.2, PEG8000 6.0% (w/w) at 25 °C. The LLPS temperature of the 
cross-linker-free system is Tph

0= -12 °C. (D) Cross-linked amorphous aggregates 
obtained from 10 mg/mL albumin in aqueous sodium acetate buffer, 0.1 M, pH 5.2, 
cCL = 0.1% at 25 °C. The length of the horizontal bars is 10 µm. 

Figure 2. Images taken with SEM. Cross-linked amorphous aggregates obtained 
from 10 mg/mL albumin in aqueous sodium acetate buffer, 0.1 M, pH 5.2, cCL = 
0.1% at 25 °C. The length of the horizontal bars is 10 µm. 
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From Fig 1a-c, we can also observe that the average radius of the final cross-linked 

microspheres decreases as the glutaraldehyde concentration increases. To explicitly show 

this behavior, we report the average radius, R, of the microspheres as a function of cross-

linker concentration in Fig 3a. Correspondingly, in Fig 3b, we show that R-1 linearly 

decreases with cCL, approaching zero as the cross-linker concentration vanishes. The 

observed behavior suggests that the final size of the microspheres is governed by the 

nucleation of the protein-rich droplets from the metastable solution. According to 

nucleation theory,214 the radius of the critical nucleus decreases as the supersaturation 

increases. Thus, if a higher cross-linker concentration brings the system into a higher 

final supersaturation with respect to LLPS, the average radius of the nucleating particles 

decreases as the cross-linker concentration increases.  
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Figure 3. (A) Average radius of BSA microspheres, R, as a function of 
glutaraldehyde concentration, cCL. The experimental conditions are those 
described for Figure 1. (B) Inverse of R as a function of cCL. The R-1 data were 
fitted to straight lines. 
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3. Isothermal Induced LLPS of lysozyme 

 

We also performed protein cross-linking reactions in aqueous solutions of chicken 

egg-white lysozyme at 25 °C using glutaraldehyde as the cross-linking agent. Cross-

linking experiments were performed as a function of glutaraldehyde concentration at a 

protein concentration of 10 mg/mL.  

Lysozyme is known to undergo LLPS without the assistance of PEG. LLPS in 

lysozyme aqueous solutions has been previously reported at pH 4.5 and 7.1. 

Consequently, we performed our cross-linking experiments at these experimental 

conditions. We observed that lysozyme has a net positive charge at these two pH values 

(pI ≈11).215 This implies that salt must be added to the protein solutions to screen 

electrostatic repulsive interactions between the protein molecules. For all our lysozyme 

experiments, we experimentally measured the LLPS temperature, Tph
0, of the 

corresponding cross-linker-free systems.  

Our results are summarized in Fig 4a,b. Fig 4 illustrates the presence of protein-rich 

droplets for lysozyme at pH 4.5 and 7.1. We found that the phase-separation process of 

albumin solutions at pH 5.2 is significantly faster than that of lysozyme solutions at pH 

4.5-7.1. This can be related to the significantly lower number of lysines of lysozyme (six) 

as compared to BSA (sixty). Moreover, contrary to the BSA case, the size of the cross-

linked protein microspheres was found to be independent of the cross-linker 

concentration. This suggests that the final size of the microspheres does not decrease as 

the rate of nucleation increases. In this case, the growth rate of the droplets may also play 

a significant role.  
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Because the phase-separation process of the lysozyme solutions is relatively slow, 

we accurately examined the effect of pH and NaCl concentration on the kinetics of LLPS 

separation by determining the turbidity of the protein samples as a function of time from 

the beginning of the reaction. As shown in Fig 5, the turbidity is observed to sharply 

increase after a well-defined and reproducible induction time, tind, which can be used to 

characterize the rate of phase separation. In Fig 6, we show that tind
-1 increases with the 

cross-linker concentration, cCL, as expected. At a given pH and cross-linker concentration, 

tind
-1 increases with salt concentration. This effect, which is larger at pH 4.5 than at pH 

7.1, can be related to the corresponding effect of the salt concentration on Tph
0 because a 

higher value of Tph
0 implies a smaller difference between the initial LLPS temperature 

Figure 4. Images taken with a light microscope using phase contrast. LLPS 
induced by lysozyme cross-linking at 25 °C. Cross-linked lysozyme microspheres 
are reported for two representative cases: (A) 10 mg/mL lysozyme in aqueous 
sodium acetate buffer, 0.1 M, pH 4.5, NaCl 0.5 M, cCL = 0.1%, Tph

0 = -12 °C and 
(B) 10 mg/mL lysozyme in sodium phosphate buffer, 0.1 M, pH 7.1, NaCl 1.0 M, 
cCL = 0.1%, Tph

0 = -1.7 °C. The length of the horizontal bars is 10 µm. 



173 
 

and the cross-linking temperature. Moreover, an increase in Tph
0 is also related to a 

corresponding increase in the magnitude of protein-protein attractive interactions. This 

favors cross-linking by promoting more contacts between the protein molecules. Finally, 

Fig 6 also shows that tind
-1 significantly increases with the pH at a given cross-linker 

concentration. This effect is mainly related to the corresponding increase in chemical 

reactivity of the lysine ε-amino groups of the protein. Indeed, the tind
-1 values at pH 7.1 

are significantly higher than those at pH 4.5 even when Tph
0 at pH 4.5 is higher than at pH 

7.1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 5. Turbidity, τ, as a function of time, t, after cross-linking has started. This 
turbidity profile was obtained at 25 °C for the representative case: 10 mg/mL 
lysozyme in aqueous sodium acetate buffer, 0.1 M, pH 4.5, NaCl 0.5 M, cCL = 0.5%. 
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To further characterize the effect of pH on phase separation, we also performed 

cross-linking of the lysozyme at pH 9.1 closer to the isoelectric point. At this pH, 

measurements of static and dynamic light scattering show that the lysozyme undergoes 

aggregation even in the absence of cross-linkers. Interestingly, the aggregation rate 

decreases as the NaCl concentration increases. This behavior can be related to the 

weakening effect of salts on electrostatic attractive interactions between the oppositely 

Figure 6. Inverse of the induction time, tind, as a function of cCL for four 
representative cases at 25 °C: 10 mg/mL lysozyme in aqueous sodium acetate 
buffer, 0.1 M, pH 4.5, NaCl 0.5 M, Tph

0= -12 °C (open circles); 10 mg/mL 
lysozyme in aqueous sodium acetate buffer, 0.1 M, pH 4.5, NaCl 1.0 M, Tph

0= -
2.9 °C (closed circles); 10 mg/mL lysozyme in aqueous sodium phosphate buffer, 
0.1 M, pH 7.1, NaCl 0.5 M, Tph

0= -6.6 °C (open squares); and 10 mg/mL lysozyme 
aqueous sodium phosphate buffer, 0.1 M, pH 7.1, NaCl 1.0 M, Tph

0= -1.7 °C 
(closed squares). The solid curves are guides for the eye. 
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charged surface groups of the protein molecules. However, we remark that the LLPS 

temperature increases with the NaCl concentration. This implies that salt favors LLPS 

with respect to aggregation. We also investigated protein aggregation in the presence of 

PEG. We found that both aggregation rate and LLPS temperature increase with the PEG 

concentration. This behavior is consistent with the presence of depletion forces, which 

enhance protein-protein attraction, thereby favoring both aggregation and LLPS.  

The effect of cross-linking on the phase separation of lysozyme solutions is consistent 

with the observed behavior. In the presence of NaCl at 0.5 M and higher concentrations, 

we observed the formation of droplets (Fig 7a). On the other hand, at low salt 

concentrations or in the presence of PEG, we observed the formation of amorphous 

macroscopic aggregation (Fig 7b). For the latter case, the corresponding sample turbidity 

steadily increases with time, contrary to the typical turbidity profile associated with 

oligomerization-induced LLPS. Hence, the presence of the LLPS boundary in the 

protein-solution phase diagram may not necessarily lead to the formation of protein-rich 

droplets if protein aggregation is relatively fast. From these observations, we deduced 

that specific conditions of pH, PEG, and salt concentrations can be chosen so that LLPS 

is favored with respect to aggregation. 

In the following two sections, we will examine two important aspects of 

oligomerization-induced LLPS in more detail: (1) the effect of oligomerization on the 

LLPS temperature and (2) the kinetic evolution of oligomerization-induced LLPS. We 

will focus on the following two systems: albumin-PEG8000-buffer at pH 5.2 and 

lysozyme-NaCl-buffer at pH 4.5. For the lysozyme system, we successfully used DLS to 



176 
 

monitor the onset of phase separation since the corresponding cross-linking rate was 

sufficiently slow.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Images taken with a light microscope using phase contrast. (A) LLPS 
induced by lysozyme cross-linking at 25 °C. The experimental conditions are 10 
mg/mL lysozyme in sodium borate buffer, 0.2 M, pH 9.0, NaCl 0.5 M, cCL = 
0.1%, Tph

0= -4.3 °C. (B) Amorphous aggregation induced by lysozyme cross-
linking at 25 °C. The experimental conditions are 10 mg/mL lysozyme in sodium 
borate buffer, 0.2 M, pH 9.0, PEG8000 2.5%, cCL = 0.1%, Tph

0= -4.3 °C. The 
length of the horizontal bars is 10 µm. 
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4. Effect of Oligomerization on LLPS Temperature 

 

As the degree of oligomerization increases, the LLPS boundary moves toward 

higher temperatures. To experimentally demonstrate this effect, we performed 

measurements of the LLPS temperature, Tph, as a function of time, t, starting from the 

initial LLPS temperature, Tph
0, of the protein monomer. In Fig 8a, we experimentally 

demonstrate the increase of Tph with time for both protein cases. As expected, the rate of 

increase of the LLPS temperature found for albumin was significantly larger than that 

found for lysozyme.  

To further examine the effect of oligomerization on the LLPS temperature, we 

measured the protein contribution to light-scattering intensity, is, as a function of time 

starting from the initial intensity, is
0. In Fig 8b, we report the absolute temperature ratio: 

Tph/ Tph
0 as a function of the corresponding intensity ratio is/is

0. Since the light-scattering 

intensity is directly proportional to the mass-average molecular weight of the protein 

oligomers, the ratio is/is
0 is equal to the mass-average degree of oligomerization. We can 

see that the Tph/ Tph
0 curves reported as a function of is/is0 in Fig 8b are close to each 

other, even though the Tph curves in Fig 8a are significantly separated. Thus, the effect of 

oligomerization on the LLPS temperature is similar for both proteins. 
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Figure 8. (A) LLPS temperature, Tph, as a function of time, t, during cross-linking 
at 25 °C. These data were taken for 10 mg/mL albumin in sodium acetate buffer, 
0.1 M, pH 5.2, PEG8000 6.0%, cCL = 0.015% (squares), and 10 mg/mL lysozyme 
in sodium acetate buffer, 0.1 M, pH 4.5, NaCl 0.5 M, cCL = 0.050% (circles). (B) 
Corresponding ratio of absolute temperatures, Tph/ Tph

0, as a function the ratio of 
light-scattering intensities: is/ is

0. The solid curves are guides for the eye. 
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The increase of Tph with the degree of polymerization has been theoretically 

investigated using a perturbation method developed by Banaszak (Appendix F).132 Since 

models based on hard spheres have been used to describe the phase behavior of protein 

solutions,60 those based on hard-sphere chains126-132 are used here to examine the effect of 

protein oligomerization. For monodisperse hard-sphere chains, Banaszak et al. have 

reported the increase of critical temperature as a function of chain length.132 We used 

their model to compute Tph/ Tph
0 as a function of protein volume fraction, φ, and chain 

length. Here, we will focus on the monodisperse dimer. This species represents the 

smallest hard-sphere chain.  

For the dimer, we compute Tph/ Tph
0 of 1.4 at our experimental protein concentration 

(φ = 0.007) and Tph/ Tph
0 of 1.3 around the critical point. We can therefore conclude that 

all our experimental values of Tph/ Tph
0, reported in Fig 8b are significantly lower than 

these theoretical predictions. The same conclusion is obtained if the Baxter potential 

(sticky spheres)216 is employed instead of the square-well potential. A more direct, yet 

approximate, comparison between our experimental results and dimer prediction can be 

made if we consider the experimental Tph/ Tph
0 values corresponding to a number-average 

degree of oligomerization equal to 2. If we assume the most probable distribution,212 we 

must consider the values of Tph/ Tph
0 at is/ is

0 of 4 for the comparison. We obtain Tph/ Tph
0 

of 1.1 for both protein cases. This value corresponds to an increase in temperature that is 

only about 25% of that predicted by the model. It is however important to bear in mind 

that the accuracy of this comparison is affected by the polydisperse nature of the cross-

linked protein oligomers. Fortunately, an experimental comparison of LLPS phase 

boundaries between monodisperse dimer and monomer has been reported using γ D-
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crystallin as a model protein.134 As in our case, their experimental Tph/ Tph
0 values are 

also significantly lower than the theoretical prediction: Tph/Tph
0 is 1.05 at φ of 0.007 and 

1.1 at φ of 0.2, close to the critical point. Thus, although the model used previously 

qualitatively describes the increase of LLPS temperature with the degree of 

oligomerization, it significantly overestimates the experimental values of Tph/ Tph
0.  

 

 

5. Kinetic Evolution of Oligomerization-Induced LLPS  

 

For both lysozyme and BSA solutions, we used dynamic light scattering (DLS) to 

examine their macromolecular size distribution as a function of time after the addition of 

glutaraldehyde. The representative distribution histogram is shown in Fig 9. Fig 10 

summarizes our DLS results on lysozyme at three representative glutaraldehyde 

concentrations. During the initial stage of cross-linking, the macromolecular distribution 

is monomodal. The corresponding average hydrodynamic radius, Rh, was calculated and 

reported as a function of time, t, starting from the initial hydrodynamic radius, Rh
0, of the 

protein monomer (circles in Fig 10). The value of Rh increases with t due to protein 

oligomerization. After a given induction time, there was a sharp change in total scattered 

intensity, and the distribution became bimodal. The second peak corresponds to protein 

clusters with an average hydrodynamic radius, Rh
(c), larger than 100 nm (squares in Fig 

10). The size of these mesoscopic scattering elements increases with time. From Fig 10, 

we can see that the protein clusters are detected at approximately the same oligomer 

average radius and, consequently, at the same degree of oligomerization, independent of 

the cross-linker concentration.  
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Figure 9. Histogram of size distribution of lysozyme during cross-linking at 25 °C 
and at four representative time. These data were taken for 10 mg/mL lysozyme in 
sodium acetate buffer, 0.1 M, pH 4.5, 0.5 M NaCl with 0.07% glutaraldehyde. 
The phase separation temperature of monomer obtained under this condition by 
turbidity measurement is -9.8 °C. 
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In the case of BSA, we obtained similar results. However, the formation of protein 

clusters could not be quantitatively monitored by DLS due to the generally fast kinetics 

of phase separation. Moreover, for those cases in which the rate of phase separation was 

sufficiently reduced by using very low glutaraldehyde concentrations, the hydrodynamic 

radius of the incipient protein clusters was found to be already significantly larger than 1 

µm, which is outside the DLS domain.  

Figure 10. Average hydrodynamic radius of oligomers (Rh, solid data points) and 
mesoscopic clusters (Rh

(c), open data points) as a function of time, t, during cross-
linking at 25 °C and at three representative glutaraldehyde concentrations: 0.045% 
(squares), 0.070% (circles), and 0.090% (diamonds). The dashed vertical lines 
identify the light-scattering induction time for the formation of protein clusters. 
These data were taken for 10 mg/mL lysozyme in sodium acetate buffer, 0.1 M, pH 
4.5, 0.5 M NaCl. The solid curves are guides for the eye. 
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Using our DLS results, we examined the effect of cross-linker concentration on 

both the rate of protein oligomerization and the size of the protein clusters. To examine 

the protein-oligomerization rate, we determined the initial slope: (dRh/dt)t=0/Rh
0 as a 

function of glutaraldehyde concentration for both protein cases. This quantity is related to 

the initial oligomerization rate (-dc1/dt)t=0, where c1 is the mass concentration of the 

monomer. Since Rh is inversely proportional to the z-average diffusion coefficient: 

                                               
𝑅𝑅ℎ
𝑅𝑅ℎ0

=
∑ 𝑖𝑖𝑐𝑐𝑖𝑖∞
𝑖𝑖=1

∑ 𝑖𝑖𝛼𝛼𝑖𝑖𝑐𝑐𝑖𝑖∞
𝑖𝑖=1

                                                                       (1) 

where ci is the mass concentration of protein species i, and α i is the ratio of the initial 

hydrodynamic radius to the hydrodynamic radius of species i. We have α 1 of 1 for the 

monomer by definition and α i < 1 for the protein oligomers (with i ≠ 1). By 

differentiating equ 1 with respect to time and taking the limit of t →0, we obtain: 

                                             
1
𝑅𝑅ℎ0

�
d𝑅𝑅ℎ
d𝑡𝑡

�
𝑡𝑡=0

= 2(𝛼𝛼2 − 1)
1
𝑐𝑐1

0 �
d𝑐𝑐1

d𝑡𝑡
�
𝑡𝑡=0

                                (2) 

where α 2 < 1 is the ratio of Rh
0 to the hydrodynamic radius of the dimer, and c1

0 is the 

monomer mass concentration at t = 0 (i.e., the total mass concentration). We therefore 

conclude that (dRh/dt)t=0/Rh
0 is directly proportional to (-dc1/dt)t=0.  

In Fig 11a,b, we report (dRh/dt)t=0/Rh
0 as a function of the glutaraldehyde 

concentration, cCL, for both BSA (Fig 11a) and lysozyme (Fig 11b). As expected, we 

observed that the oligomerization rate for BSA is significantly higher than that for 

lysozyme at all experimental glutaraldehyde concentrations. The increase in reaction rate 

with glutaraldehyde concentration shows a significant deviation from linearity in both 

cases, and the reaction order with respect to glutaraldehyde was found to be 1.90 ± 0.05 

for albumin and 1.6 ± 0.1 for lysozyme. We further observe that, for glutaraldehyde 
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concentrations higher than cCL
0 ≈ 0.025% (w/w), the oligomerization rate can be regarded 

as directly proportional to (cCL-cCL
0) for both protein cases (Fig 11a,b). Since the 

concentration of glutaraldehyde oligomers increases with cCL, our results are consistent 

with a reaction mechanism in which the presence of glutaraldehyde oligomers is 

necessary for protein cross-linking.  

We now examine the dependence of the hydrodynamic radius, Rh
(c), of the incipient 

protein clusters on cross-linker concentration. Since the values of Rh
(c) are closely related 

to the corresponding critical radii for the nucleation of the protein-rich droplets, they can 

be used to examine the effect of cross-linker concentration on nucleation. In Fig 11a, we 

report Rh
(c) at the light-scattering induction time (vertical dashed lines in Fig 10) as a 

function of glutaraldehyde concentration, cCL, for lysozyme. We can see that Rh
(c) 

decreases as cCL increases. Correspondingly, (Rh
(c))-1 linearly increases with cCL in Fig 

12b. Our results imply that the final supersaturation with respect to nucleation increases 

with cross-linker concentration. This behavior, which is analogous to that shown for the 

radius of BSA microspheres in Fig 3a,b, corroborates the hypothesis that the final size of 

albumin microspheres is controlled by nucleation, whereas that of lysozyme 

microspheres is significantly affected by the droplet growth rate. 
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Figure 11. Derivative (dRh/dt)t=0/Rh
0 as a function of glutaraldehyde concentration, 

cCL at 25 °C. (A) 10 mg/mL BSA in sodium acetate buffer, 0.1 M, pH 5.2, 
PEG8000 6.0% and (B) 10 mg/mL lysozyme in sodium acetate buffer, 0.1 M, pH 
4.5, 0.5 M NaCl. The data with cCL > 0.025% were fit to straight lines. 
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Figure 12. (A) Average hydrodynamic radius, Rh

(c), as a function of 
glutaraldehyde concentration, cCL. The solid line is an inversely proportional fit. 
The experimental conditions are those described in Figure 7. (B) Inverse of Rh

(c) as 
a function of cCL. The (Rh

(c))-1 data were fitted to straight lines. 
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Chapter 12 

Laccase Condensations 
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1. Introduction 

 

Laccase is a family of copper-containing oxidases which catalyze oxidation of 

phenol and aniline derivatives.166-168 It is one of a few enzymes that are practically used 

in industry. Laccase is widely used in the petroleum, paper, and textile industries.23, 167-170 

However, during the industrial processing,108 free laccase is usually vulnerable to thermal 

and chemical denaturation in water and in organic solvents. Recent studies have shown 

that protein immobilization can increase the stability of enzyme. A widely used approach 

for protein immobilization is to cross-link proteins in its condensed phase (such as crystal 

and aggregates) by adding chemical cross-linkers.15,22-28 Roy et al.217 have recently 

prepared cross-linked crystals of laccase using ammonium sulfate as precipitant and 

glutaraldehyde as cross-linker. Cabana et al.218 have prepared cross-linked laccase 

aggregates using respectively PEG and ammonium sulfate as precipitants and 

glutaraldehyde as cross-linker. In both cases, increases of stability at elevated 

temperature and in organic solvent were observed for the cross-linked crystals and 

aggregates of laccase. Moreover, BSA has been used as protein feeder to prepare cross-

linked enzyme coaggregates.219 A further increase of enzyme stability has been observed 

in the BSA-laccase coaggregates. However, to the best of our knowledge, the phase 

behavior of laccase-precipitant-buffer system and the effect of types of precipitant on the 

morphology of the produced laccase aggregates is not understood. In this chapter, we 

provide a preliminary investigation on laccase condensation in the presence of PEG and 

(NH4)2SO4. We will see how the nature of precipitant has a strong effect on the type of 

laccase condensation. We will also investigate BSA-laccase co-aggregation in the 
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presence of a crosslinker. Three new important aspects are introduced compared to 

previous investigations on enzyme systems: 1) thermal induction of enzyme reversible 

condensation; 2) enzyme condensation at the liquid-liquid interface; 3) the novel 

preparation of enzymatically-active cross-linked BSA-laccase coaggregates. The results 

reported in this chapter will provide the basis for further systematic studies on enzyme 

condensation processes and the formation of cross-linked enzyme aggregates. 

 

 

2. Protein-Protein Interactions in Laccase Aqueous Solutions 

 

Because protein condensation is driven by the net attractive interaction between 

proteins, we first investigate the protein-protein interaction in laccase aqueous solution.  

One important factor affecting protein-protein interactions is the electrostatic interaction 

between proteins. Hence, protein-protein interactions for laccase are expected to strongly 

depend on pH and ionic strength. One way to probe protein-protein interactions is to 

characterize the dependence of protein diffusion coefficient, D, as a function of protein 

concentration, C. Within the low protein concentration range, the behavior of D(C) is 

linear. The lower the slope, the stronger the attraction between protein molecules is. 

Moreover, that D increases with C represents a sufficient condition for the presence of 

repulsive protein-protein interactions. In these conditions, protein condensation is not 

expected to occur. We have investigated the effect of pH and ionic strength on D(C) for 

laccase using dynamic light scattering (DLS).  
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In Fig 1, we show D(C) data obtained at several pH values and the same, low ionic 

strength of 0.035 M. The samples at pH 3.8, 4.5 and 5.0 were prepared with sodium 

acetate buffer, while those at pH 5.9 and 7.1 were in sodium phosphate buffer. In this 

figure, we can see that D increases with C in all cases. However, the increase in D 

observed in phosphate buffer is significantly larger than that observed in acetate buffer. 

Thus, repulsive protein-protein interactions weaken as pH is lowered. The observed 

effect of pH on D(C) is consistent with the fact that the isoelectric point of laccase is 

pI=3.5±0.5. Because the net charge on laccase is small close to the isoelectric point, the 

contribution of repulsive electrostatic interactions is small. As pH increases, laccase 

molecules are negatively charged and the repulsive electrostatic interaction becomes 

significant. In Fig 2, we show the effect of ionic strength on D(C) by adding NaCl to the 

laccase samples. We investigate the effect of ionic strength at pH 7.1 (phosphate buffer) 

and pH 4.5 (acetate buffer). At pH 7.1, the slope of D(C) decreases as the ionic strength 

increases to 1.0 M. A further increase of the ionic strength to 2.0 M does not appreciably 

change the slope of D(C). This behavior is expected. Indeed, electrostatic repulsive 

interactions between charged macromolecules are screened in the presence of salt ions, 

the effect being larger at lower ionic strengths. We also note that the intercept of D(C) 

decreases as salt concentration increases. This is related to a corresponding increase in 

solution viscosity due to NaCl. However, our results at pH 4.5 surprisingly reveal the 

opposite behavior: the slope of D(C) at the ionic strength of 1.0 M was found to be higher 

than that observed in the absence of NaCl. We explain this unusual behavior by noting 

that the laccase net charge in these conditions is small. Thus, the effect of salt on 

electrostatic screening of the net charge is small. In these conditions, attractive 
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electrostatic interactions between oppositely charged amino acids on the surface of 

laccase proteins may be significant.  Here, an increase of ionic strength may weaken this 

electrostatic attraction leading to an increase of the D(C) slope. These results at pH 4.5 

suggest that strong anisotropic attractive interactions between laccase molecules occur. 

These interactions can favor protein aggregation compared to other forms of protein 

condensation such as LLPS. 
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Figure 1. Diffusion coefficient, D, of laccase as a function of laccase 
concentration, C, at several pH values. The dashed lines are linear fits to the data. 
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Figure 2. Diffusion coefficient, D, of laccase as a function of laccase 
concentration, C, at several ionic strengths at pH 4.5 and pH 7.1. The dashed lines 
are linear fits to the data. 
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3. Observation of Laccase Condensations 

 

We have investigated the laccase condensations at pH 4.0. As shown in the previous 

section, laccase interactions are not significantly repulsive and precipitant agents such as 

PEG and salts can be used to bring about protein condensation. We further observe that 

the enzymatic activity of laccase at pH 4.0 is significantly higher than that observed at 

higher pH values.  

We first investigate the effect of salt on laccase condensation. A stock solution of 

purified laccase in 0.1 M acetate buffer at pH 4.0 was mixed with salt stock solutions at 

4°C. In order to assess the effect of the nature of the salt, we have used four different salts: 

(NH4)2SO4, Na2SO4, NaCl, and NaClO4. In all cases, the final laccase concentration was 

20mg/mL and the salt ionic strength was 2.0 M. 

The solutions were immediately stirred and incubated at 4 °C for 12 hours. In the 

case of NaClO4, the laccase sample became opaque one minute after mixing, while 

samples remained transparent for the other salt cases even after 12 hours. In Fig 3(a, b), 

we show phase-contrast light-microscopy images for laccase aggregation induced by 

sodium perchlorate. The aggregates appear to be amorphous loose aggregates with a poor 

contrast with respect to the background. This protein-aggregation process was found to 

be irreversible.  Indeed laccase aggregates could not be dissolved by both temperature 

increase and extensive dilution. The suspension had a laccase activity lower than 10% of 

the salt-free laccase sample. A similar irreversible NaClO4–induced aggregation process 

was observed for BSA. Because NaClO4 is an oxidizing agent, this irreversible 

aggregation process can be attributed to oxidation of protein molecules. Since the 
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NaClO4–induced irreversible aggregation of laccase leads to a significant loss of 

enzymatic activity, we did not investigate this salt case further. However, we remark that 

concentration gradients of NaClO4 are often used to purify proteins such as laccase by 

ionic exchange chromatography. Thus, our results raise some concerns on the use of 

NaClO4 in protein-purification protocols. 

No aggregation was observed for laccase in the presence of the other three salts at 

the same ionic strength of 2.0 M at 4°C and 22°C (room temperature). Since (NH4)2SO4 

has a high solubility in water, we were able to significantly increase the ionic strength of 

the protein samples by preparing laccase (20 mg/mL) solutions with 2.0 M (NH4)2SO4. 

Interestingly, while the final solutions remained transparent at 4°C, sample opacification 

was observed by increasing sample temperature to 22°C. Sample opacification was found 

to be reversible; i.e. the samples returned to complete transparency by lowering the 

temperature or by sample dilution. Light microscopy showed that the precipitates were 

compact aggregates with a high contrast with respect to the background (Fig 3c,d).  These 

observed laccase aggregates may be described as clusters of small protein-rich droplets 

with a diameter smaller than 1µm (Fig 3d). The suspension yielded the same laccase 

activity as that of salt-free laccase solution. Finally, we have checked the effect of PEG 

on laccase condensation. In this investigation, we have use PEG with two different 

molecular weights: 1450 g mol-1 (PEG1450) and 8000 g mol-1 (PEG8000). A 36% (w/w) 

PEG stock solution was added to a laccase solution in 0.1 M acetate buffer at pH 4.0 and 

22 °C, and the final solution was 20 mg/mL in laccase and 12%(w/w) in PEG. The 

laccase samples appeared slightly opaque immediately after PEG addition. As shown in 

Fig 3(e, f) by light microscopy, the observed weak sample opacification is related to 
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dispersed aggregates. These aggregates have a globular compact shape typical of LLPS. 

The amount of laccase aggregates in the presence PEG8000 appeared to be significantly 

lower than that obtained in the case of (NH4)2SO4. Sample opacification in the presence 

of PEG was found to be reversible; i.e. the samples returned completely transparent by 

sample dilution. However, temperature variations did not appreciably change sample 

opacification by visual inspection. The sample suspension yielded the same laccase 

activity as that of salt-free laccase solution. 

We have also examined condensation of laccase at pH 5.9 in 0.015 M phosphate 

buffer. As shown by our DLS measurements, protein-protein interactions in the laccase-

buffer system are significantly more repulsive. In the case of (NH4)2SO4, laccase 

condensation was observed as at pH 4.0 (Fig 4a, b). However, a higher salt concentration 

(2.4 M instead of 2.0 M) was required to obtain the laccase aggregates. 

 

 

 

 

 

 

 

 

 

 

 



196 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Light microscope images of laccase aggregates precipitated by NaClO4 
(A and B), (NH4)2SO4 (C and D), and PEG8000 (E and F) at pH 4.0. The length 
of the white horizontal bar is 10µm. 

(A) (B) 

(C) (D) 

(E) (F) 
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In the case of PEG, no aggregation of laccase was observed. According to DLS 

experiments, 1.0 M NaCl can be used to screen electrostatic interactions. We have 

therefore prepared a laccase solution with 1.0 M NaCl and 6% (w/w) PEG. In this 

condition, laccase aggregation was found to be similar to that observed at pH 4.0 in the 

presence of PEG8000 (see Fig 4c, d). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Light microscope images of laccase aggregates precipitated by 
(NH4)2SO4 (A and B), and PEG 8k (C and D) at pH 5.9. The length of the 
horizontal white bar is 10µm. 
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4. Phase Boundary for the Laccase-(NH4)2SO4-Buffer System 

 

In the previous section, we have observed that laccase condensation can be induced 

in the presence of (NH4)2SO4.  This process is reversible and can be induced by 

increasing sample temperature. In order to quantitatively characterize the effect of 

temperature on laccase condensation, we have characterized the phase-separation 

boundary for the laccase-(NH4)2SO4-buffer ternary system at pH 4.0 by turbidity 

measurements. 

Laccase samples initially transparent at low temperature were prepared. Their 

turbidities were then measured as temperature was increased. A representative turbidity 

profile is shown in Fig 5.  
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Figure 5. Turbidity of a representative laccase sample (20 mg/mL laccase, 2.0 M 
(NH4)2SO4, 1.0 M NaCl, 0.1 M acetate buffer, pH 4.0) as a function of 
temperature during a heating process. 
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As we can see in the figure, an abrupt increase of turbidity during the heating 

process occurs at a well defined temperature, Tph, which characterizes the onset of laccase 

condensation. We have measured Tph as a function of (NH4)2SO4 concentration at two 

laccase concentrations, 10 and 20 mg/mL, and at both pH 4.0 and 5.9 (see Fig 6).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this figure, we can see that Tph decreases as (NH4)2SO4 or laccase concentration 

increases. At a given pH, the effect of (NH4)2SO4 concentration on Tph is independent of 

laccase concentration. On the other hand, the effect of (NH4)2SO4 concentration on Tph 

was found to be higher at pH 5.9 than at pH 4.0. Specifically, the magnitudes of the 

slopes of the Tph lines at pH 5.9 in Fig 6 were found to be 60% larger than those at pH 4.0. 
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Figure 6. Phase transition temperatures of laccase solutions as a function 
of (NH4)2SO4 concentration. The solid and dashed lines are linear fits to 
the data.   
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The slopes are significantly different, and the Tph lines at different pH intersect with each 

other. In other words, while an increase in pH produces an increase in Tph at low 

temperature at relatively low (NH4)2SO4 concentration, the opposite occurs at high 

(NH4)2SO4 concentration. We can explain this behavior by observing that salts such as 

(NH4)2SO4 act on the thermodynamics of protein solutions in two ways: 1) they introduce 

common-ion effects in the case of charged proteins and screen electrostatic interactions; 2) 

they are excluded from the surface of protein molecules due to protein preferential 

solvation. Both actions contribute to an increase in protein-protein attraction. At pH 4.0, 

the laccase net charge is small. Thus, the common-ion effect of (NH4)2SO4 is small at this 

pH. On the other hand both effects of (NH4)2SO4 contribute at pH 5.9, where the laccase 

net charge is relatively large.   

In order to confirm that the observed aggregates are a laccase condensed phase, we 

have determined the activity of laccase in the supernatant solution and compared it to that 

of a corresponding homogeneous laccase solution. Laccase solutions (20 mg/mL in 0.1-

M acetate buffer, pH 4.0) with four different concentrations of (NH4)2SO4   (1.9, 2.0, 2.1 

and 2.2 M) were investigated. These solutions were incubated at 22°C for 24 hours. In the 

case of the lowest (NH4)2SO4 concentration, no phase separation occurs according to our 

phase-boundary measurements (Fig 6). As a reference case, we consider laccase activity 

in a (NH4)2SO4-free solution. We find that the laccase activity for this case is 6.6 U/mg 

(1U=1µmol/min is the unit of substrate consuming rate) before and after the incubation 

time. All four incubated solution/suspensions had the same laccase activities (6.6 U/mg). 

The solution/suspensions were then centrifuged at 22°C and the laccase activity of the 

supernantant was measured as a function of (NH4)2SO4 concentration. As shown in Fig 7, 
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the activity fraction retained in the supernatant was found to decrease as the (NH4)2SO4 

concentration increases. This result confirms the presence of laccase aggregates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

For comparison, we have also investigated the effect of (NH4)2SO4 on BSA and 

lysozyme condensation at pH 4.0. In both cases, condensation was observed in the 

presence of (NH4)2SO4 in similar experimental conditions. Representative light-

microscopy images for both BSA and lysozyme aggregates are shown in Fig 8. The 

morphology of these aggregates is similar to those observed in the case of laccase.  In the 

case of BSA, we also observed a rapid increase of turbidity as temperature increases at a 

well-defined value of Tph. The dependence of Tph on (NH4)2SO4 concentration, which is 

shown in Fig 9, is similar to that observed in the case of laccase. BSA aggregates were 

Figure 7. laccase activity in the supernatant as a function of (NH4)2SO4 
concentration.  
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also found to be reversible, although the temperature and dilution driven dissolution 

processes were found to be somewhat slower.  

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 8. Light microscope images of BSA (A and B) and lysozyme (C and D) 
aggregates precipitated by (NH4)2SO4 at pH 4.0. The white bar indicates 10µm. 
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In the case of lysozyme, we have however found that protein condensation is driven 

by lowering temperature (Fig 9). Consistently, the slope of the Tph lines in Fig 9 has the 

opposite sign. This behavior is the opposite of that observed in the case of laccase and 

BSA. We speculate that the observed difference in the behavior of Tph for the three 

protein cases may be related to a difference in common-ion effect. At pH 4.0, laccase 

(pI=3.5±0.5) and BSA (pI=5.0±0.2) have a small net charge. This implies that common-

ion effects are weak. On the other hand, lysozyme (pI=10.5±0.5) has a large positive 

charge at this pH. This implies that the common-ion effect is relative strong in the case of 

lysozyme. Further experimental and theoretical work is needed to understand the effect of 

(NH4)2SO4 on protein condensation. 
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Figure 9. Phase transition temperatures for laccase, BSA and lysozyme in the 
presence of (NH4)2SO4 at pH 4.0. The dashed lines are linear fits to the data. 
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5. Phase Boundary for the Laccase-PEG-Buffer System 

 

We have also characterized the phase-separation boundary for the laccase-PEG-

buffer ternary system at pH 4.0 by turbidity measurements. In the case of PEG1450 and 

PEG8000, the spherical laccase aggregates were observed in the presence of PEG 

concentration of 6% (w/w) at both pH 4.0 and pH 5.9. In the PEG8000 cases and 

PEG1450 case at pH 4.0, sample turbidity was found to steadily increase when lowering 

temperature without a sharp change to a well-defined temperature. In the case of 

PEG1450 at pH 5.9 (with 1.0 M NaCl), turbidity also increased when lowering 

temperature. Although the change of turbidity was not observed to be sharp as in the case 

of (NH4)2SO4 the value of Tph could be approximately determined in this case as shown 

in Fig 10. For this case, we have characterized laccase condensation on the phase 

boundary. As shown in Fig 11, the phase transition temperatures, Tph, increases as 

PEG1450 concentration increases.  This behavior is consistent with that obtained in the 

case of the LLPS of BSA-PEG-buffer (chapter 8) and lysozyme-PEG-NaCl-buffer 

systems (chapter 11). However, the turbidity values for the opaque laccase-PEG samples 

were significantly lower than those observed in the case of the BSA-PEG-buffer system 

and laccase-(NH4)2SO4-buffer systems. This is consistent with the presence of few 

laccase aggregates as has been observed by light microscopy (Fig 4e, f). Further 

experimental and theoretical work is needed to understand laccase condensation in the 

presence of PEG.  
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Figure 10. Turbidity of a representative laccase sample (20 mg/mL laccase, 13% 
(w/w) PEG1450, 1.0-M NaCl, 0.015-M phosphate buffer, pH 5.9) as a function of 
temperature during a cooling process.  

Figure 11. Phase separation temperature of laccase solution as a function of 
PEG1450 concentration at pH 5.9. The dashed line is a linear fit to the data. 
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Nonetheless, we can conclude this section by observing that 1) both (NH4)2SO4 and PEG 

induce laccase condensation; 2) cooling enhances laccase condensation in the presence of 

PEG, while the opposite behavior was observed in the presence of (NH4)2SO4; 3) PEG 

was found to be less effective than (NH4)2SO4 in inducing laccase condensation.  

 

 

6. Laccase condensation in the (NH4)2SO4-PEG-buffer system 

 

We have also examine the combined effect of PEG8000 and (NH4)2SO4 on laccase 

condensation. We note that the PEG-(NH4)2SO4-water system itself exhibit LLPS and 

centrifugation of these biphasic systems yield two liquid coexisting phase separated by a 

clear interface (Fig 12a). The bottom solution is rich in (NH4)2SO4 (and with a very low 

PEG concentration) while the top solution is rich in PEG.  Interestingly, the addition of 

laccase-buffer stock solutions to these biphasic systems forms a white solid film at the 

interface (Fig 12b). Laccase activity at the interface was found to be higher than that 

inside the two phases for laccase total concentrations as low as 0.1 mg/mL. Hence, the 

solid film at the interface is a laccase condensed phase.  After extensive stirring and 

centrifugation, the laccase condensed film reformed at the interface. This indicates that 

the film density is lower than that of the bottom phase rich in (NH4)2SO4. On the other 

hand, the laccase aggregates produced in the presence of (NH4)2SO4 as described in the 

previous sections are located at the bottom of the samples after centrifugation. The 

corresponding (NH4)2SO4 concentrations (and densities) were even higher than those 

used to produce the biphasic system. Surprisingly, polarized-light microscopy has shown 
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that the laccase film is birefringent (Fig 13). This indicates the presence of an ordered 

structure inside the film, which may be described as a crystalline-like material. Further 

experimental and theoretical studies will be needed on these biphasic systems. These 

studies will potentially lead to discovering new ways for controlling the formation of 

protein ordered structures, preparing cross-linked enzyme aggregates, purifying protein 

materials and performing enzyme catalysis at the liquid-liquid interface.  

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. (A) PEG8000-(NH4)2SO4-water biphasic system. (B) Laccase 
condensed film at the interface of two coexisting phase of PEG8000-(NH4)2SO4-
buffer system. The total concentration of laccase is 1 mg/mL, that of PEG 8000 is 
10%(w/w), and that of (NH4)2SO4 is 2M.  
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 Figure 13. Light microscope images of the laccase condensed film. (A) Light-
Microscopy image without polarization (A) and with polarization (B). The length 
of the horizontal bar is 10 µm. 

(A) 
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7. Coaggregation of Laccase in the presence of BSA 

 

Finally, we have examined laccase-BSA coaggregation in the presence of 

(NH4)2SO4 at pH 4.0. This approach may be useful for inducing enzyme condensation 

when the enzyme concentration is low. Solutions were prepared by mixing a 80 mg/mL 

BSA and 0.8 mg/mL laccase stock solution (0.1 M acetate buffer, pH 4.0) with a 4.0 M 

(NH4)2SO4 stock solution. The final concentrations were 2.0 M (NH4)2SO4, 10mg/mL 

BSA and 0.1 mg/mL laccase. Protein condensation was observed immediately after the 

addition of (NH4)2SO4. The morphology of these aggregates characterized by light 

microscope (Fig 14a, b) is similar to that observed in the cases described above 

(NH4)2SO4. The activity of the supernatant was then investigated as a function of time. 

The laccase activity was found to be independent of time (Fig 15). We have also verified 

that BSA has no effect on laccase activity. Our results show that laccase does not 

coaggregate with BSA under these experimental conditions.  

 

 

 

 

 

 

 

 

 

Figure 14. Light microscope images of aggregates precipitated from a BSA-
laccase solution by (NH4)2SO4. The solution is with 2M (NH4)2SO4, 10 mg/mL 
BSA and 0.1 mg/mL laccase in 0.1M acetate buffer at pH 4. The scale bar 
indicates 10 µm. 
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We have also observed that laccase coaggregation did not occur also at 4°C and 

35°C (Fig 16). Correspondingly BSA concentrations in the supernatants decreased as 

temperature increases as expected (Fig 17). 

 

 

 

 

0

20

40

60

80

100

0 5 10 15 20 25 30

R
et

ai
ne

d 
la

cc
as

e 
ac

tiv
ity

 fr
ac

tio
n

(%
)

t (hour)

Figure 15. Percentage of retained laccase activity in supernatant as a function of 
incubation time. Protein samples (2.0 M (NH4)2SO4, 10 mg/mL BSA and 0.1 
mg/mL laccase in 0.1M acetate buffer, pH 4.0) were incubated at 25°C. The 
dashed line is a linear fit to the data. 
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Figure 16. Percentage of laccase activity retained in supernatant as a function of 
aggregation temperature. Measurements performed after one hour of incubation. 
The dashed line is a linear fit to the data. 

Figure 17. Fraction of BSA retained in supernatant as a function of aggregation 
temperature, where Csup is the BSA concentration in supernatant, and Ctotal is the 
total BSA concentration in the total sample. The dashed line is a guide for the eye. 
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In order to enhance coaggregation of laccase in the presence of BSA, we had added 

glutaraldehyde as a chemical cross-linker. In a first approach, we have first mixed the 

BSA-laccase stock solution with (NH4)2SO4, induced aggregation, and then added 

glutaraldehyde. This is the approach typically used to produce cross-linked enzyme 

aggregates.  

The suspension was then incubated at 25 °C. The laccase activities in the 

supernatant were measured as a function of incubation time, t (Fig 18). At t = 0, the 

activity in the supernatant (8.7 U/mg) is slightly lower than that in the suspension (9.9 

U/mg) and in that of the BSA-free and (NH4)2SO4-free laccase-glutaraldehyde control 

samples (9.7 U/mg). The activity in the supernatant decreases with the incubation time, 

and dropped to 27 % (2.7 U/mg) of its initial value after 24 hours (Fig 18). The activity in 

the BSA-free and (NH4)2SO4-free laccase-glutaraldehyde control samples (10.0 U/mg) 

did not decrease after 24 hours of incubation.  
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Figure 18. The percentage of retained laccase activity in supernatant as a function 
of incubation time. The suspension with 2M (NH4)2SO4, 10 mg/mL BSA and 0.1 
mg/mL laccase in 0.1M acetate buffer at pH 4 is incubated at 25°C.  
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Our results show that chemical cross-linking facilitates binding of laccase to BSA 

aggregates. Because laccase coaggregation does not occur in the absence of cross-linking, 

our results indicate that most laccase binds on the surface of BSA preformed aggregates. 

In a second approach, we have first incubated the laccase-BSA homogenous stock 

solution with glutaraldehyde at 25 °C for 10 minutes, and then added (NH4)2SO4 to reach 

the final concentrations. The suspension was then incubated at 25 °C for 1 hour and 

insoluble aggregates were obtained (Fig 19). The activity in the supernatant was only  

0.3 % (0.033 U/mg) of the control samples. This result can be attributed to the initial 

formation of BSA-laccase oligomers due to chemical cross-linking. In this case, 

(NH4)2SO4 induces the precipitation of the BSA-laccase oligomers. Thus our results for 

this second approach indicate that most laccase is located inside the aggregates. Because 

this second approach represents a novel method to produce cross-linked enzyme 

aggregates, we have isolated and characterized their enzymatic activity.  

The suspension was first centrifuged and the supernatant removed. The cross-linked 

BSA-laccase aggregates were then washed with fresh acetate buffer three times and 

lyophilized. The insoluble cross-linked aggregates were placed into the substrate (ABTS) 

solution. Enzymatic activity was then measured under stirring. The activity of laccase in 

the aggregate (4.5 U/mg) was found to be 46% of that in the control sample. The decrease 

of laccase activity may be attributed to substrate diffusion restriction into the aggregates. 

Nonetheless, these aggregates represent a new type of enzymatically-active material. 

Moreover, these materials are expected to be robust because laccase is located inside the 

aggregates and may thus find applications in biotechnological processes.  
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Figure 19. Light microscope images of aggregates precipitated from a BSA-
laccase solution by (NH4)2SO4 in the presence of 0.6% (w/w) glutaraldehyde. The 
length of the horizontal bar is 10 µm. 

(A) (B) 
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Conclusions 

 

BSA in aqueous buffer solutions does not undergo condensation within the 

experimental temperature domain. However, condensation into oil-like spherical droplets 

is observed in the presence of PEG by lowering temperature. We have shown that the 

crowding effect of polymer on protein condensation can be examined by experimentally 

characterizing two thermodynamically independent properties of the LLPS phase 

boundary:  (1) the effect of polymer concentration on the LLPS temperature and (2) 

protein/polymer partitioning in the two liquid coexisting phases (chapter 8). Indeed, the 

parallel examination of these two thermodynamic properties is a valuable tool for 

examining the reliability of existing depletion models and for developing more accurate 

ones. Using a thermodynamic perturbation theory that incorporates the free-volume 

fraction available to the polymer, the value of the normalized thickness, q, of the 

depletion layer surrounding the protein molecules could be extracted from the two 

independent properties of the phase boundary. For the BSA-PEG1450-buffer system, we 

have found that both properties yield the same value of q within the experimental error. 

This result represents a necessary condition for the validity of the depletion model. 

However, the value of q theoretically obtained from the radius of BSA and the radius of 

gyration of PEG1450 by treating PEG as an ideal chain (q = 0.57) was found to be 

significantly higher than that determined from the LLPS experiments (q = 0.31). We have 

hypothesized that the non-ideal behavior of the PEG chain significantly contributes to the 

observed discrepancy. Using Monte-Carlo simulations on a model system (chapter 9), we 

have found that the length of the chain segments, segment-segment bond angle, segment-
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segment steric repulsion and trans-gauche conformational transition energy appreciably 

contribute to the value of q. For PEG, we have built a two-parameter model, a self-

avoiding chain, which has produced a value of q significantly closer to the experimental 

one (q=0.39). We believe that this two-parameter model can be used in describing the 

crowding effect of PEG in aqueous solutions. Our simulations also predict that q for 

polymers is not a constant and it is expected to significantly decrease as protein 

concentration increases. Monte Carlo simulations on a model system also predict that the 

effect of temperature on depletion interactions is small in the case of the BSA-PEG1450-

buffer system within the experimental temperature domain (chapter 10). The effects of 

non-spherical shape of globular proteins and protein-polymer attractive interactions (e.g. 

van der Waals interactions) on q are aspects that should be investigated in the future. 

 The role of protein oligomerization on protein condensation was also investigated 

(chapter 11). We have demonstrated that the formation of protein-rich droplets can be 

isothermally induced by protein cross-linking in aqueous solutions. These droplets evolve 

into cross-linked protein microspheres. We related this phenomenon to the LLPS 

properties of the protein monomer and to the increase of LLPS temperature during 

protein oligomerization. When macroscopic aggregation competes with LLPS, a rationale 

choice of pH, PEG, and salt concentrations may be used to favor LLPS relative to 

aggregation. This work contributes to the fundamental understanding on both phase 

transitions of protein solutions and morphology of cross-linked protein precipitates. It 

also provides guidance for the development of new methods for the stabilization of the 

protein liquid cluster and the preparation of protein-based materials. The mild conditions 
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of temperature and chemical environment used in these experiments also can be extended 

to more labile proteins. 

We have investigated laccase condensation from aqueous solutions (chapter 12). 

We have found that both (NH4)2SO4 and PEG induce laccase condensation without loss 

of enzymatic activity. However the phase behavior of laccase solutions in the presence of 

(NH4)2SO4 is substantially different from that in the presence of PEG. Heating enhances 

laccase condensation in the presence of aqueous (NH4)2SO4, while the opposite behavior 

was observed in the presence of aqueous PEG. We also observed a distinct condensation 

of laccase at the interface of a (NH4)2SO4–rich liquid phase and PEG-rich liquid phase. 

The resulting laccase film displays birefringence. Finally, we have shown that laccase 

condensation can be driven by BSA-laccase cross-linking and BSA condensation when 

the enzyme concentration is low. This has produced catalytically-active laccase-BSA 

coaggregates. The reported preliminary results on laccase provide the basis for more 

systematic experimental and theoretical investigations on mixtures containing laccase. 

These studies should also be extended to other enzyme cases. 
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Appendix A 

          The Scaled Particle Theory 

For many fluids, such as gases at high volume fraction, liquid crystals and the 

mixtures of macromolecules or colloidal particles, the excluded volume effect is the 

dominant interaction. Scaled particle theory provides a semi-macroscopic route to obtain 

the equation of state and in turns other thermodynamic properties for these fluids.93,94 In 

this appendix, scaled particle theory is used to derive the equation of state for the hard-

sphere (HS) simple fluid (see eq 18) and expression of the free-volume fraction for an 

AO-sphere (see Chapter1 Section 6) in the HS fluid (see eq 25). 

First, we consider the general case of a fluid with pair-wise intermolecular potential 

v(r). According to the virial theorem, the pressure of this fluid is given by, 

                                                𝑃𝑃 =
𝑁𝑁
𝑉𝑉
𝑘𝑘𝐵𝐵𝑇𝑇 −

1
6𝑉𝑉

〈��𝑟𝑟𝑖𝑖𝑖𝑖 𝑣𝑣′(𝑟𝑟𝑖𝑖𝑖𝑖 )
𝑁𝑁

𝑗𝑗>𝑖𝑖

𝑁𝑁

𝑖𝑖=1

〉                                        (1) 

where N is the number of spherical molecules in the fluid, V is the volume of the fluid, kB 

is Boltzmann constant, T is the temperature, rij’s are the intermolecular distance, 𝑣𝑣′(𝑟𝑟) ≡

𝑑𝑑𝑑𝑑(𝑟𝑟)/𝑑𝑑𝑑𝑑 is the potential gradient in the radial direction of a spherical molecule, and the 

angular parentheses stands for taking the average over all the spatial configuration of the 

fluid molecules. 

Since the N spheres are identical, eq 1 can be rewritten into, 

            𝑃𝑃 =
𝑁𝑁
𝑉𝑉
𝑘𝑘𝐵𝐵𝑇𝑇 −

𝑁𝑁
6𝑉𝑉

〈�𝑟𝑟1𝑗𝑗 𝑣𝑣′(𝑟𝑟1𝑗𝑗 )
𝑁𝑁

𝑗𝑗=2

〉 = 𝜌𝜌𝑘𝑘𝐵𝐵𝑇𝑇 �1 −
1

6𝑘𝑘𝐵𝐵𝑇𝑇
�𝑟𝑟𝑣𝑣′(𝑟𝑟)𝜌𝜌𝜌𝜌(𝑟𝑟)d𝐫𝐫�          (2) 
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where ρ = N/V is the average density of the fluid, 𝑔𝑔(𝑟𝑟) ≡ 𝜌𝜌(𝑟𝑟)/𝜌𝜌 is the radial distribution 

function, 𝜌𝜌(𝑟𝑟) is the local density around a given sphere, and r is the radial vector. 

Therefore, the compressibility factor is given by, 

                                    𝑍𝑍 ≡
𝑃𝑃

𝜌𝜌𝑘𝑘𝐵𝐵𝑇𝑇
= 1 −

2𝜋𝜋𝜋𝜋
3𝑘𝑘𝐵𝐵𝑇𝑇

� 𝑟𝑟3𝑣𝑣′(𝑟𝑟)𝑔𝑔(𝑟𝑟)d𝑟𝑟
∞

0

                                 (3) 

For the HS fluid, 𝑣𝑣(𝑟𝑟) has a discontinuity point at 𝑟𝑟 = 𝜎𝜎. In order to apply eq 3 to the HS 

fluid , we express 𝑔𝑔(𝑟𝑟)  in a form of 𝑔𝑔(𝑟𝑟) = 𝑦𝑦(𝑟𝑟)exp(−𝑣𝑣(𝑟𝑟)/𝑘𝑘𝐵𝐵𝑇𝑇) , where the 

exp(−𝑣𝑣(𝑟𝑟)/𝑘𝑘𝐵𝐵𝑇𝑇) describe the exponential decay when the two spheres are near contact 

at the high density limit, and 𝑦𝑦(𝑟𝑟) reduces to 1 at the low density limit. If we substitute 

this expression of 𝑔𝑔(𝑟𝑟) into eq 3, the compressibility factor become: 

                                  𝑍𝑍 = 1 +
2𝜋𝜋𝜋𝜋

3
� �

d
d𝑟𝑟

exp(−𝛽𝛽𝛽𝛽(𝑟𝑟))� 𝑦𝑦(𝑟𝑟)𝑟𝑟3d𝑟𝑟
+∞

0

                             (4) 

where 𝛽𝛽 ≡ 1/𝑘𝑘𝐵𝐵𝑇𝑇. For hard sphere, 𝑣𝑣(𝑟𝑟) = ∞ when 𝑟𝑟 ≤ 𝜎𝜎, where σ is the diameter of 

the hard-spheres, and  𝑣𝑣(𝑟𝑟) = 0 when 𝑟𝑟 > 𝜎𝜎, thus exp(−𝛽𝛽𝛽𝛽(𝑟𝑟)) is the Heaviside step 

function 𝜃𝜃(𝑟𝑟 − 𝜎𝜎). The derivative of θ is the Dirac δ function. According to the property 

of Dirac δ function, 

                           𝑍𝑍 = 1 +
2𝜋𝜋𝜋𝜋

3
� δ(𝑟𝑟 − 𝜎𝜎)𝑦𝑦(𝑟𝑟)𝑟𝑟3d𝑟𝑟 =
+∞

0

1 +
2𝜋𝜋𝜋𝜋

3
𝑦𝑦(𝜎𝜎)𝜎𝜎3                    (5) 

For hard-spheres, 𝑦𝑦(𝑟𝑟) = 𝑔𝑔(𝑟𝑟) when 𝑟𝑟 > 𝜎𝜎. Due to the continuity of 𝑔𝑔(𝑟𝑟) at the limit of 

𝑟𝑟 → 𝜎𝜎+, the compressibility factor for hard-sphere fluid is given by: 

                                                         𝑍𝑍 = 1 + 4𝜙𝜙𝜙𝜙(𝜎𝜎)                                                              (6)  

where 𝜙𝜙 = 𝜋𝜋𝜋𝜋𝜎𝜎3/6 , and 𝑔𝑔(𝜎𝜎) is 𝑔𝑔(𝑟𝑟) at the 𝑟𝑟 → 𝜎𝜎+ limit. 
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In order to determine the expression for  𝑔𝑔(𝜎𝜎) , we investigate the microscopic 

structure of the fluid by scaled particle theory. We Consider the probability, p(R), of 

finding(creating) a sperical cavity with radius R in the fluid, i.e. of inserting a hard-sphere 

with radius 𝑅𝑅′ = 𝑅𝑅 − 𝜎𝜎/2 into the fluid. This probability is 𝑝𝑝(𝑅𝑅) = 𝑄𝑄(𝑅𝑅,𝑁𝑁,𝑉𝑉)/𝑄𝑄(𝑁𝑁,𝑉𝑉), 

where 𝑄𝑄(𝑁𝑁,𝑉𝑉) is the partitioning function of the fluid and 𝑄𝑄(𝑅𝑅,𝑁𝑁,𝑉𝑉) is the partitioning 

function of the fluid with a cavity. Since the Helmoholtz free energy in the canonical 

ensemble is given by  𝐹𝐹 = −𝑘𝑘𝐵𝐵𝑇𝑇 ln(𝑄𝑄), the free energy change caused by creating the 

cavity is given by, 

                             ∆𝐹𝐹(𝑅𝑅) = −𝑘𝑘𝐵𝐵𝑇𝑇 ln�
𝑄𝑄(𝑅𝑅,𝑁𝑁,𝑉𝑉)
𝑄𝑄(𝑁𝑁,𝑉𝑉) � = −𝑘𝑘𝐵𝐵𝑇𝑇 ln�𝑝𝑝(𝑅𝑅)�                            (7) 

 When 0 ≤ 𝑅𝑅 ≤ 𝜎𝜎/2, i.e. inserting a sphere with zero or negative radius into fluid, we 

can write: 

                              ∆𝐹𝐹(𝑅𝑅) = −𝑘𝑘𝐵𝐵𝑇𝑇 ln�
𝑄𝑄(𝑅𝑅,𝑁𝑁,𝑉𝑉)
𝑄𝑄(𝑁𝑁,𝑉𝑉) � = −𝑘𝑘𝐵𝐵𝑇𝑇 ln�1 −

4𝜋𝜋𝑅𝑅3

3
𝜌𝜌�               (8) 

When 𝑅𝑅 ≥ 𝜎𝜎/2, the work for creating a macroscopic spherical cavity at constant T is 

𝑊𝑊(𝑅𝑅) = 𝑊𝑊0(𝜙𝜙) − 𝑃𝑃∆𝑉𝑉 + 𝛾𝛾∆𝐴𝐴 = ∆𝐹𝐹(𝑅𝑅) . The first term, which is independent of R, 

mantains continuity of 𝑊𝑊(𝑅𝑅)at the point R= 𝜎𝜎/2, the second term takes into account of 

the volumetric work, and the third term takes into account the increase of surface energy. 

The change of volume ∆𝑉𝑉 = −4𝜋𝜋𝑅𝑅3/3 and the change of surface area is ∆𝐴𝐴 = 4𝜋𝜋𝑅𝑅2 . 

Thus, the free energy change caused by creating the cavity is given by, 

                                               ∆𝐹𝐹(𝑅𝑅) = 𝑊𝑊0(𝜙𝜙) + 𝑃𝑃
4𝜋𝜋𝑅𝑅3

3
+ 𝛾𝛾4𝜋𝜋𝑅𝑅2                                      (9) 

where   

                                                          𝛾𝛾 = 𝛾𝛾0(1 − 𝜒𝜒𝜒𝜒/𝑅𝑅)                                                             (10) 
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where  𝜒𝜒  is a dimensionless correction factor taking into acount the curvature of the 

cavity. 

Τhe basic assumption of scaled particle theory is that eqs 9-12 for creating a 

macroscopic spherical cavity also hold for creating the microscopic cavity, i.e, inserting a 

spherical molecule into the fluid, when 𝑅𝑅 ≥ 𝜎𝜎/2. 

To study the fluid structure, which is charaterized by the radial distribution function 

𝑔𝑔(𝑟𝑟), we consider the probability of creating a spherical cavity with radius between R 

and R+ dR. This probability is equal to −d𝑝𝑝(𝑅𝑅)  =  𝑝𝑝(𝑅𝑅)  − 𝑝𝑝(𝑅𝑅 + 𝑑𝑑𝑑𝑑). This probability 

can be also expressed in another way by the product of the probability of creating a cavity 

of radius R and a conditional probability that there is at least one sphere whose center is 

located with in the interval [R, R+ dR]. Since the probability for a specific sphere 

presenting in the interval is (𝜌𝜌𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 4𝜋𝜋𝑅𝑅2𝑑𝑑𝑑𝑑)/𝑁𝑁 , where 𝜌𝜌𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the local density within 

[R, R+ dR], and the N spheres are indistinguishable, the conditional probability can be 

expressed by 𝜌𝜌𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 4𝜋𝜋𝑅𝑅2𝑑𝑑𝑑𝑑. Therefore, the probability of creating a spherical cavity with 

radius between R and R+ dR can be expressed by 

                                            −d𝑝𝑝(𝑅𝑅) =  𝑝𝑝(𝑅𝑅)(4𝜋𝜋𝑅𝑅2𝜌𝜌𝜌𝜌(𝑅𝑅)d𝑅𝑅),                                         (11) 

where 𝐺𝐺(𝑅𝑅) ≡ 𝜌𝜌𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 /𝜌𝜌 is the HS radial distribution function in the presence of the cavity 

at 𝑅𝑅, i.e. the inserted new sphere. We comment that, when R = σ/2, 𝐺𝐺(𝜎𝜎) = 𝑔𝑔(𝜎𝜎). Thus, 

according to eq 8,we can write: 

                                                               𝑍𝑍 = 1 + 4𝜙𝜙𝜙𝜙(𝜎𝜎)                                                     (12) 

From eq 11, we have: 𝐺𝐺(𝑅𝑅) = [−dln(𝑝𝑝(𝑅𝑅))/dR  ]/(4𝜋𝜋𝑅𝑅2𝜌𝜌) . Hence, using eq 7, we 

obtain: 

                                                           𝐺𝐺(𝑅𝑅) =
𝛽𝛽

4𝜋𝜋𝑅𝑅2𝜌𝜌
𝑑𝑑∆𝐹𝐹
𝑑𝑑𝑑𝑑

                                                  (13) 
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If we substitute eqs 9, 10 into eq 13, we obtain: 

                                                          𝐺𝐺(𝑅𝑅) = 𝑍𝑍 +
4Γ
𝜙𝜙𝜙𝜙

−
4Γ𝜒𝜒
𝜙𝜙𝜅𝜅2                                              (14) 

where Γ ≡ 𝜋𝜋𝜋𝜋𝛾𝛾0𝜎𝜎2/6, and 𝜅𝜅 ≡ 2𝑅𝑅/𝜎𝜎.  

Therefore, by substituting eq 14  into eq 12, we obtain: 

                                                     𝑍𝑍 =
1 + 8Γ −  4Γ𝜒𝜒

1 − 4𝜙𝜙
                                                         (15) 

In eq 15, there are two unknowns Γ and χ both related to the surface tension. These two 

unknowns can be determined by applying the continuity conditions for 𝐺𝐺(𝑅𝑅) at R = σ/2. 

When 0 ≤ 𝑅𝑅 ≤ 𝜎𝜎/2, eq 8 and 13, , we obtain: 

                                                          𝐺𝐺(𝑅𝑅) =
1

1 − 𝜙𝜙𝜅𝜅3                                                          (16) 

Since 𝐺𝐺(𝑅𝑅) and its first derivative 𝐺𝐺′(𝑅𝑅) are continuous at R = σ/2, by matching eq 14 

and eq 16 at R = σ/2, we obtain: 

                                                       8Γ =
2𝜙𝜙(2 + 𝜙𝜙)
(1 − 𝜙𝜙)2 − 4𝑍𝑍𝑍𝑍                                                (17𝑎𝑎) 

                                                      4Γ𝜒𝜒 =
𝜙𝜙(1 + 2𝜙𝜙)
(1 − 𝜙𝜙)2 − 𝑍𝑍𝑍𝑍                                                (17b) 

If we substitute eqs 17a,b into eq 15, an equation of state for the HS fluid is derived: 

                                                       𝑍𝑍 =
1 + 𝜙𝜙 + 𝜙𝜙2

(1 − 𝜙𝜙)3                                                            (18) 

Using eq 18, we can calculate the free-volume fraction for a AO sphere in the HS fluid. 

By substituting eq 18 into eqs 17a,b, we have: 

                                                          Γ =
−3𝜙𝜙2(1 + 𝜙𝜙)

4(1 −𝜙𝜙)3                                                       (19𝑎𝑎) 
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                                                         Γ𝜒𝜒 =
−3𝜙𝜙3

4(1 − 𝜙𝜙)3                                                               (19b) 

Then, the surface tension can be obtained by substituting eqs 19a,b into eq 10: 

                                    𝛾𝛾 =
9𝜙𝜙2

2𝜋𝜋𝜋𝜋𝜎𝜎2(1 − 𝜙𝜙)3 �
2𝜙𝜙
𝜅𝜅
− (1 + 𝜙𝜙)�                                             (20) 

Thus, according to eq 9, the free energy change by adding a AO sphere with radius 

𝑅𝑅′ = 𝑅𝑅 − 𝜎𝜎/2, where 𝑅𝑅′ > 0, into the HS fluid is given by 

             ∆𝐹𝐹(𝑅𝑅) = 𝑊𝑊(0) +
𝜙𝜙(1 + 𝜙𝜙 + 𝜙𝜙2)𝜅𝜅3

𝛽𝛽(1 − 𝜙𝜙)3 +
9𝜙𝜙2𝜅𝜅2

2𝛽𝛽(1 − 𝜙𝜙)3 �
2𝜙𝜙
𝜅𝜅
− (1 + 𝜙𝜙)�            (21) 

If we define 𝜂𝜂 ≡ 𝜙𝜙/(1 − 𝜙𝜙), eq 21 can be rewritten as 

          𝛽𝛽∆𝐹𝐹(𝑅𝑅) = 𝛽𝛽𝑊𝑊(0) + (𝜂𝜂 + 3𝜂𝜂2 + 3𝜂𝜂3)𝜅𝜅3 −
9
2

(𝜂𝜂2 + 2𝜂𝜂3)𝜅𝜅2 + 9𝜂𝜂3𝜅𝜅                (22) 

We can nowapply continuity of 𝑊𝑊(𝑅𝑅) at R= 𝜎𝜎/2 by matching eq 8 to eq 22: 

           𝛽𝛽𝑊𝑊(0) = − ln(1 − 𝜙𝜙) − (𝜂𝜂 + 3𝜂𝜂2 + 3𝜂𝜂3) +
9
2

(𝜂𝜂2 + 2𝜂𝜂3) + 9𝜂𝜂3                   (23) 

We then introduce the reduced thickness of the depletion layer 𝑞𝑞 = 2𝑅𝑅′/𝜎𝜎 = 𝜅𝜅 − 1. This 

allows us to obtain the expression for the free-volume in terms of φ and q using eqs 22, 

23: 

     𝛽𝛽∆𝐹𝐹(𝑅𝑅) = −ln(1 − 𝜙𝜙) + (3𝑞𝑞 + 3𝑞𝑞2 + 𝑞𝑞3)𝜂𝜂 + �
9
2
𝑞𝑞2 + 3𝑞𝑞3� 𝜂𝜂2 + 3𝑞𝑞3𝜂𝜂3         (24) 

Because there is only excluded-volume effect in the HS fluid, the free-volume fraction 

for the HS solute is equal to the probability of finding a cavity with radius of 𝑅𝑅′  inside 

the fluid: 

                 𝛼𝛼(𝜙𝜙, 𝑞𝑞) = exp�−𝛽𝛽∆𝐹𝐹(𝑅𝑅)� = (1 − 𝜙𝜙) exp(−𝐴𝐴𝐴𝐴 − 𝐵𝐵𝜂𝜂2 − 𝐶𝐶𝜂𝜂3)              (25) 

where 𝐴𝐴 = 3𝑞𝑞 + 3𝑞𝑞2 + 𝑞𝑞3, 𝐵𝐵 = 9
2
𝑞𝑞2 + 3𝑞𝑞3 and 𝐶𝐶 = 3𝑞𝑞3. 
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Appendix B 

Density Profile of Ideal Chain 

Near a Hard-Sphere Surface  

In this appendix, we derive the expression of monomer density of an ideal chain at 

distance r from the center of a hard-sphere (see eq 34) adapted from Einsenriegler124 

theory. Using this expression, the thickness of depletion layer for an ideal chain can be 

defined (see eqs 29). 

We first consider an ideal chain with a characteristic length √𝜏𝜏 , where 𝜏𝜏 is an apparent 

time, and two fixed ends at coordinates 𝑟𝑟 and 𝑟𝑟′. The partition function 𝑍𝑍(𝜏𝜏, 𝑟𝑟, 𝑟𝑟′) of this 

ideal chain is described by the following diffusion-like equation: 

                                                                  
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= ∇2𝑍𝑍                                                               (1) 

Note that 𝑍𝑍(𝜏𝜏, 𝑟𝑟, 𝑟𝑟′) is symmetric in 𝑟𝑟, 𝑟𝑟′, thus the Laplacian operator is acting only on r. 

The initial condition is: 

                                                        𝑍𝑍(0, 𝑟𝑟, 𝑟𝑟′) = 𝛿𝛿(𝑟𝑟 − 𝑟𝑟′)                                                 (2) 

where 𝛿𝛿 is the Dirac distribution. 

The solution of the equation with free-boundary conditions is 

                                                      𝑍𝑍 =
1

(4𝜋𝜋𝜋𝜋)3/2 𝑒𝑒
−|𝑟𝑟−𝑟𝑟′|2

4𝜏𝜏                                                  (3) 

We can now appreciate the link between the radius of gyration, Rg, and 𝜏𝜏. Indeed 

the square average end-to-end distance 〈|𝑟𝑟 − 𝑟𝑟′|2〉 is given by 
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       〈|𝑟𝑟 − 𝑟𝑟′ |2〉 = 4𝜋𝜋� |𝑟𝑟 − 𝑟𝑟′ |4𝑍𝑍(𝑟𝑟, 𝑟𝑟′)d
∞

0
|𝑟𝑟 − 𝑟𝑟′ |  

=
4𝜋𝜋

(4𝜋𝜋𝜋𝜋)3/2 � |𝑟𝑟 − 𝑟𝑟′ |4𝑒𝑒−
�𝑟𝑟−𝑟𝑟′ �2

4𝜏𝜏 d|𝑟𝑟 − 𝑟𝑟′ |
∞

0
      

= 6𝜏𝜏                                                                                                                      (4)  

Since 𝑅𝑅g
2 = (1/6)〈|𝑟𝑟 − 𝑟𝑟′|2〉, we obtain 𝑅𝑅g = √𝜏𝜏. 

The partitioning function 𝑍𝑍(𝜏𝜏, 𝑟𝑟, 𝑟𝑟′)  refers to an ideal chain with fixed ends. 

Actually, it denotes the ratio between the partition function of a chain with two fixed ends 

and the partition function of a chain with one end position integrated. Thus, it has the 

dimension of an inverse of volume. The diffusion equation describes how 𝑍𝑍(𝜏𝜏, 𝑟𝑟, 𝑟𝑟′) 

changes as the chain gets longer starting from 𝑟𝑟′. 

The probability that a given chain starts from 𝑟𝑟′ is uniform throughout the space. 

We can define the partitioning function for a chain with only one end fixed at r by 

                                                        𝑍̂𝑍(𝜏𝜏, 𝑟𝑟) = � 𝑍𝑍(𝜏𝜏, 𝑟𝑟, 𝑟𝑟′)d3𝑟𝑟′
𝑉𝑉

                                            (5) 

We note that the density of chain ends at the point r exhibits a dependence on r that is 

proportional to the Boltzmann-weighted number of configurations of a single chain with 

on end fixed at r. For ideal chains, the density of chain ends is thus proportional to the 

partition function, 𝑍̂𝑍. We can apply the diffusion equation to 𝑍̂𝑍. This allows us to obtain: 

                                                             
𝜕𝜕𝑍̂𝑍
𝜕𝜕𝜕𝜕

= 𝛻𝛻2𝑍̂𝑍                                                                      (6) 

The initial condition becomes: 

                                                           𝑍̂𝑍(0, 𝑟𝑟) = 1                                                                     (7) 
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We now consider a spherical box with radius 𝑅𝑅∞   infinitely large. At the center of 

this box (and of the reference system) there is one hard sphere of radius R. Thus, r is 

defined only for r > R. This leads to the boundary condition: 

                                            𝑍̂𝑍(𝜏𝜏,𝑅𝑅) = 0       and        𝑍̂𝑍(𝜏𝜏,𝑅𝑅∞) = 1                                        (8) 

The first boundary condition is related to the fact that there is a repulsive potential at the 

surface, making 𝑍̂𝑍 vanish.  

Since the Laplacian in spherical coordinates is given by 

                                                𝛻𝛻2 =
∂2

∂𝑟𝑟2 +
2
𝑟𝑟
∂
∂𝑟𝑟

                                                                        (9) 

 we can set  𝛾𝛾 ≡ 𝑟𝑟 𝑍̂𝑍 and obtain: 

                                                  
∂𝛾𝛾
∂𝜏𝜏

=
∂2𝛾𝛾
∂𝑟𝑟2                                                                                     (10) 

with initial condition  𝛾𝛾(0, 𝑟𝑟) = 𝑟𝑟. 

This equation can be easily solved performing a Laplace transformation: 

                                            𝛾̅𝛾(𝑠𝑠) ≡ 𝐿𝐿[ 𝛾𝛾(𝜏𝜏)] = � 𝛾𝛾𝑒𝑒−𝑠𝑠𝑠𝑠d𝜏𝜏
∞

0
                                                 (11) 

This allows us to write: 

                                          𝐿𝐿[ 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕] = 𝑠𝑠𝛾̅𝛾(𝑠𝑠) − 𝛾𝛾(0, 𝑟𝑟) = 𝑠𝑠𝛾̅𝛾(𝑠𝑠) − 𝑟𝑟                               (12) 

and 

                                          𝑠𝑠𝛾̅𝛾(𝑠𝑠) − 𝑟𝑟 =
∂2𝛾̅𝛾
∂𝑟𝑟2                                                                             (13) 

The general solution of this equation is 

                                         𝛾̅𝛾 = 𝐶𝐶1𝑒𝑒−√𝑠𝑠𝑟𝑟 + 𝐶𝐶2𝑒𝑒√𝑠𝑠𝑟𝑟 +
𝑟𝑟
𝑠𝑠

                                                            (14)  

We now note that 𝑍̂𝑍(𝜏𝜏,𝑅𝑅∞) = 1  implies that 𝛾𝛾(𝜏𝜏,𝑅𝑅∞) = 𝑅𝑅∞  and 𝛾̅𝛾(𝑠𝑠) = 𝑅𝑅∞/𝑠𝑠 . We 

therefore obtain: 
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                                                 𝐶𝐶1𝑒𝑒−√𝑠𝑠𝑅𝑅∞ + 𝐶𝐶2𝑒𝑒√𝑠𝑠𝑅𝑅∞ = 0                                                 (15) 

Since 𝑒𝑒√𝑠𝑠𝑅𝑅∞  diverges the sum of exponentials is zero only if 𝐶𝐶2 = 0. If we now consider 

𝑍̂𝑍(𝜏𝜏,𝑅𝑅) = 0,  we can write 𝛾𝛾(𝜏𝜏,𝑅𝑅) = 0  and 𝛾̅𝛾(𝑠𝑠) = 0 for r = R.  

We therefore obtain: 

                                                   𝐶𝐶1𝑒𝑒−√𝑠𝑠𝑅𝑅 +
𝑅𝑅
𝑠𝑠

= 0                                                              (16)  
 
This implies that 

                                                  𝐶𝐶1 = −
𝑅𝑅
𝑠𝑠
𝑒𝑒√𝑠𝑠𝑅𝑅                                                                    (17) 

 
We can rewrite 𝛾̅𝛾 as 
 

                                                 𝛾̅𝛾 =
𝑟𝑟
𝑠𝑠

 −
𝑅𝑅
𝑠𝑠
𝑒𝑒−√𝑠𝑠(𝑟𝑟−𝑅𝑅)                                                           (18)    

 
The inverse Lapace transform of 𝛾̅𝛾 is 

                                           𝛾̅𝛾 = 𝑟𝑟 –𝑅𝑅 erfc �
𝑟𝑟 − 𝑅𝑅
2√𝜏𝜏

�                                                          (19) 

and 

                                         𝑍̂𝑍 = 1 –
𝑅𝑅
𝑟𝑟

 erfc �
𝑟𝑟 − 𝑅𝑅
2√𝜏𝜏

�                                                           (20)  

The function 𝑍̂𝑍(𝜏𝜏, 𝑟𝑟) describes the depletion of polymer concentration with respect to the 

bulk solution (𝑍̂𝑍 = 1 at 𝑟𝑟 = 𝑅𝑅∞) . The excluded volume can be computed by 

                                       𝑉𝑉𝑒𝑒𝑒𝑒 =
4
3
𝜋𝜋𝑅𝑅3 + � 4𝜋𝜋𝑟𝑟2(1 − 𝑍̂𝑍)d𝑟𝑟

∞

1
                                     (21) 

This equation can be compared with that for an equivalent hard sphere: 

                                       𝑉𝑉𝑒𝑒𝑒𝑒 =
4
3
𝜋𝜋𝑅𝑅3(1 + 𝑞𝑞)3                                                             (22) 

For the chain, we can write: 
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                     𝑉𝑉𝑒𝑒𝑒𝑒 =
4
3
𝜋𝜋𝑅𝑅3 + 4𝜋𝜋𝜋𝜋� 𝑟𝑟 erfc �

𝑟𝑟 − 𝑅𝑅
2√𝜏𝜏

�d𝑟𝑟
∞

1
                                    (23) 

We now note that  

                  � erfc(𝑥𝑥)d𝑥𝑥 = 𝑥𝑥erfc(𝑥𝑥) −
𝑒𝑒−𝑥𝑥2

√𝜋𝜋
                                                        (24) 

If we set 𝑥𝑥 = (𝑟𝑟 − 𝑅𝑅)/(2√𝜏𝜏), we obtain: 

   � 𝑟𝑟 erfc �
𝑟𝑟 − 𝑅𝑅
2√𝜏𝜏

�d𝑟𝑟
∞

1
= 2𝑅𝑅√𝜏𝜏� erfc(𝑥𝑥)d𝑥𝑥

∞

0
+ 4𝜏𝜏 � 𝑥𝑥 erfc(𝑥𝑥)d𝑥𝑥

∞

0
       (25) 

Since 

                 � erfc(𝑥𝑥)d𝑥𝑥
∞

0
=

1
√𝜋𝜋

                                                                               (26)  

                   � 𝑥𝑥 erfc(𝑥𝑥)d𝑥𝑥
∞

0
= �𝑥𝑥 �𝑥𝑥 erfc(𝑥𝑥) −

𝑒𝑒−𝑥𝑥2

√𝜋𝜋
�� 0∞ −  � �𝑥𝑥 erfc(𝑥𝑥) −

𝑒𝑒−𝑥𝑥2

√𝜋𝜋
�d𝑥𝑥

∞

0

= −� 𝑥𝑥 erfc(𝑥𝑥)d𝑥𝑥
∞

0
+

1
2

                                                                    (27) 

or 

� 𝑥𝑥 erfc(𝑥𝑥)d𝑥𝑥
∞

0
=

1
4

 

We therefore obtain 

                        � 𝑟𝑟 erfc �
𝑟𝑟 − 𝑅𝑅
2√𝜏𝜏

�d𝑟𝑟
∞

1
= 2𝑅𝑅 

√𝜏𝜏
√𝜋𝜋

+ 𝜏𝜏                                           (28) 

The excluded volume is then given by 

                      𝑉𝑉𝑒𝑒𝑒𝑒 =
4
3
𝜋𝜋𝑅𝑅3 + 4𝜋𝜋𝜋𝜋 �2𝑅𝑅 

√𝜏𝜏
√𝜋𝜋

+ 𝜏𝜏�                                               (29) 

We then determine the normalized profile of monomer density, 𝑓𝑓(𝜏𝜏, 𝑟𝑟). The monomer 

density at r is  
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                             𝑓𝑓(𝜏𝜏, 𝑟𝑟) =   
1 
𝜏𝜏
� 𝑍̂𝑍(𝜏𝜏 − 𝜏𝜏′ , 𝑟𝑟) 𝑍̂𝑍(𝜏𝜏′ , 𝑟𝑟)d𝜏𝜏′
𝜏𝜏

0
                                          (30) 

To understand this expression, we consider a short chain made of three discrete 

segments (with 𝜏𝜏 = 3) and examine how we should determine the monomer density. At r, 

we should consider that the probability of finding the monomer at r has to be related to 

the following possible configurations shown on the left figure: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This probability is given by the sum:  

                                   𝑓𝑓(𝜏𝜏, 𝑟̃𝑟) =  �𝑤𝑤𝜏𝜏′𝑍̂𝑍(𝜏𝜏′, 𝑟̃𝑟)
𝜏𝜏

𝜏𝜏′ =0

                                                           (31) 

where 𝑤𝑤𝜏𝜏′  are weights that depend on the probability 𝑍̂𝑍(𝜏𝜏′, 𝑟̃𝑟), where 𝑟̃𝑟 is the end position 

of a given chain. We can interpret  𝑍̂𝑍(𝜏𝜏′, 𝑟̃𝑟) as the probability of end positions of a shorter 

chain starting from 𝑟̃𝑟 , 𝑍̂𝑍(𝜏𝜏 − 𝜏𝜏′, 𝑟̃𝑟).  This is illustrated in the right figure above. We 

therefore obtain: 

                          𝑓𝑓(𝜏𝜏, 𝑟̃𝑟) =  � 𝑍̂𝑍(𝜏𝜏 − 𝜏𝜏′, 𝑟̃𝑟)𝑍̂𝑍(𝜏𝜏′, 𝑟̃𝑟)
𝜏𝜏

𝜏𝜏′ =0

                                                    (32) 
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The monomer density can be calculated from 

      𝑓𝑓(𝜏𝜏, 𝑟𝑟) =   
1 
𝜏𝜏
� �1 −

𝑅𝑅
𝑟𝑟

erfc �
𝑟𝑟 − 𝑅𝑅

2√𝜏𝜏 − 𝜏𝜏′
��  �1 −

𝑅𝑅
𝑟𝑟

erfc �
𝑟𝑟 − 𝑅𝑅
2√𝜏𝜏′

��  d𝜏𝜏′
𝜏𝜏

0
            (33) 

The result is 

𝑓𝑓(𝜏𝜏, 𝑟𝑟) =   �
1 

1 + 2𝑦𝑦𝑦𝑦
�

2

�(2𝑦𝑦𝑦𝑦)2 + 4𝑦𝑦𝑦𝑦 ��
2𝑧𝑧
√𝜋𝜋

� exp(−𝑧𝑧2) + erf  (𝑧𝑧) − 2𝑧𝑧2 erfc (𝑧𝑧)  �

+ 2erf (𝑧𝑧) − erf (2𝑧𝑧) + �
4𝑧𝑧
√𝜋𝜋

� [exp(−𝑧𝑧2) − exp(−4𝑧𝑧2)]

+ 8z2 �erfc (2𝑧𝑧) −
1
2

erfc (𝑧𝑧)��                                                         (34) 

 

where 𝑦𝑦 ≡ √𝜏𝜏/𝑅𝑅 and 𝑧𝑧 ≡ (𝑟𝑟 − 𝑅𝑅)/2√𝜏𝜏 .  
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Appendix C 

Thermodynamic Perturbation Theory  

In this appendix, the expression of Helmholtz free energy of protein-water binary 

system at high temperature (see eq 24) is derived based on the thermodynamic 

perturbation theory. The incompressible protein-water solution is described by a 

thermodynamically equivalent compressible one-component fluid (see Chapter 1 Section 

2). The protein molecules are modeled using a spherical hard core with pair-wise square-

well potentials.  

In a N particle system, the potential energy of a pair of proteins, whose centers are 

separated by a distance of r, is considered as the sum of two parts: a reference potential 

energy 𝑢𝑢0(𝑟𝑟) and a perturbation potential energy 𝑢𝑢1(𝑟𝑟): 

                                                        𝑢𝑢(𝑟𝑟) = 𝑢𝑢0(𝑟𝑟) + 𝑢𝑢1(𝑟𝑟)                                                  (1)    

This corresponds to the following high-temperature expansion of the Helmholtz free 

energy: 

                                   
𝐹𝐹
𝑁𝑁𝑁𝑁𝑁𝑁

=
𝐹𝐹0

𝑁𝑁𝑁𝑁𝑁𝑁
+

𝐹𝐹1

𝑁𝑁𝑁𝑁𝑁𝑁
𝛽𝛽 +

𝐹𝐹2

𝑁𝑁𝑁𝑁𝑁𝑁
𝛽𝛽2 +

𝐹𝐹3

𝑁𝑁𝑁𝑁𝑁𝑁
𝛽𝛽3 + ⋯                              (2) 

 

where 𝛽𝛽 ≡ 1/𝑘𝑘𝐵𝐵𝑇𝑇. For the correct choices of 𝑢𝑢0(𝑟𝑟) (hard-sphere potential) and 𝑢𝑢1(𝑟𝑟) 

(weak attractive potential), 𝐹𝐹 = 𝐹𝐹0 in the limit of high temperatures. 

To determine F1 and F2, we define, for the unperturbed system, the probability, 

𝑝𝑝(𝑁𝑁1,𝑁𝑁2, … ,𝑁𝑁𝑖𝑖 , … ), of a specific configuration where 𝑁𝑁𝑖𝑖  intermolecular distances are 

found in the range between 𝑟𝑟𝑖𝑖  and 𝑟𝑟𝑖𝑖+1. If the perturbing potential 𝑢𝑢1(𝑟𝑟) can be regarded 

as constant in the small intervald𝑟𝑟 = [𝑟𝑟𝑖𝑖  , 𝑟𝑟𝑖𝑖+1], then the partition function can be written 

as 
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                       𝑄𝑄 = 𝑄𝑄0 � �𝑝𝑝(𝑁𝑁1,𝑁𝑁2, … ,𝑁𝑁𝑖𝑖 , … )exp(−𝛽𝛽�𝑁𝑁𝑖𝑖𝑢𝑢1(𝑟𝑟𝑖𝑖)
𝑖𝑖

)�
𝑁𝑁1,𝑁𝑁2,…

= 𝑄𝑄0 〈exp(−𝛽𝛽�𝑁𝑁𝑖𝑖𝑢𝑢1(𝑟𝑟𝑖𝑖)
𝑖𝑖

)〉 ,                                                                   (3)  

where the Q0 is the partition function of N hard spheres, and the angular parentheses 

stands for the average over all configurations of the unperturbed system. 

The distribution function 𝑝𝑝(𝑁𝑁1,𝑁𝑁2, … ,𝑁𝑁𝑖𝑖 , … ) can be expressed in terms of moments. If 

we consider only the first and the second moment, we obtain: 

𝑄𝑄 = 𝑄𝑄0[exp(−𝛽𝛽∑ 〈𝑁𝑁𝑖𝑖〉𝑢𝑢1(𝑟𝑟𝑖𝑖)𝑖𝑖 )]〈exp(−𝛽𝛽∑ (𝑁𝑁𝑖𝑖 − 〈𝑁𝑁𝑖𝑖〉)𝑢𝑢1(𝑟𝑟𝑖𝑖)𝑖𝑖 )〉  

   
𝐹𝐹 − 𝐹𝐹0

𝑘𝑘𝑘𝑘
= 𝛽𝛽�〈𝑁𝑁𝑖𝑖〉𝑢𝑢1(𝑟𝑟𝑖𝑖)

𝑖𝑖

−
1
2
𝛽𝛽2 ��〈𝑁𝑁𝑖𝑖𝑁𝑁𝑗𝑗 〉 − 〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑗𝑗 〉�𝑢𝑢1(𝑟𝑟𝑖𝑖)

𝑖𝑖𝑖𝑖

𝑢𝑢1�𝑟𝑟𝑗𝑗 � + ⋯     (4) 

The higher order terms are expected to be less important at high densities because the 

distribution is going to look more like a Gaussian. The first momentum is directly related 

to the radial distribution function 𝑔𝑔0(𝑟𝑟𝑖𝑖): 

                                               〈𝑁𝑁𝑖𝑖〉 =
1
2
𝑁𝑁𝑁𝑁𝑔𝑔0(𝑟𝑟𝑖𝑖)(4𝜋𝜋𝑟𝑟𝑖𝑖2)d𝑟𝑟                                            (5) 

This implies that 

                                         
𝐹𝐹1

𝑁𝑁𝑁𝑁𝑁𝑁
=

1
2
𝜌𝜌� 𝑢𝑢1(𝑟𝑟)𝑔𝑔0(𝑟𝑟)(4𝜋𝜋𝑟𝑟2)d𝑟𝑟

∞

0

                                  (6) 

We now want to determine 〈𝑁𝑁𝑖𝑖𝑁𝑁𝑗𝑗 〉 − 〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑗𝑗 〉 . This is based on a macroscopic 

approximation. We assume that the shells are macroscopic and can be connected to the 

macroscopic compressibility. For 𝑖𝑖 = 𝑗𝑗: 

                                   〈𝑁𝑁𝑖𝑖2〉 − 〈𝑁𝑁𝑖𝑖〉2 =
〈𝑁𝑁𝑖𝑖〉
𝑍𝑍

= 〈𝑁𝑁𝑖𝑖〉𝑘𝑘𝑘𝑘 �
𝑑𝑑𝑑𝑑
𝑑𝑑𝑃𝑃
�

0
                                   (7) 
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For 𝑖𝑖 ≠ 𝑗𝑗, the 〈𝑁𝑁𝑖𝑖𝑁𝑁𝑗𝑗 〉 − 〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑗𝑗 〉 expression describes the correlation between particles in 

different shells. Henderson and Barker assumed that no correlation exists:  〈𝑁𝑁𝑖𝑖𝑁𝑁𝑗𝑗 〉 −

〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑗𝑗 〉 = 0. Later Zhang proposed to estimate the correlation between two consecutive 

shells by considering the correlation coefficient: 

                                        𝜑𝜑 =
〈𝑁𝑁𝑖𝑖𝑁𝑁𝑖𝑖+1〉 − 〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑖𝑖+1〉

�〈𝑁𝑁𝑖𝑖2〉 − 〈𝑁𝑁𝑖𝑖〉2�〈𝑁𝑁𝑖𝑖+1
2 〉 − 〈𝑁𝑁𝑖𝑖+1〉2

                                   (8) 

This correlation coefficient should be close to 1 when the fluid has condensed (i.e. at the 

volume fraction: 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐 = 0.493). We also expect that 𝜑𝜑~𝜙𝜙2 , where φ is the volume 

fraction, because 𝜑𝜑 must be related to the concentrations of particles in two consecutive 

layers. These observations allowed Zhang to derive: 𝜑𝜑 ≈ (𝜙𝜙/𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐 )2. 

 It is also a reasonable assumption to say that, for two consecutive shells, we have: 

�〈𝑁𝑁𝑖𝑖2〉 − 〈𝑁𝑁𝑖𝑖〉2 ≈ �〈𝑁𝑁𝑖𝑖+1
2 〉 − 〈𝑁𝑁𝑖𝑖+1〉2  and  𝑢𝑢1(𝑟𝑟𝑖𝑖) ≈ 𝑢𝑢1(𝑟𝑟𝑖𝑖+1). 

 We therefore obtain: 

                     〈𝑁𝑁𝑖𝑖𝑁𝑁𝑖𝑖+1〉 − 〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑖𝑖+1〉 ≈ (𝜙𝜙/𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐 )2(〈𝑁𝑁𝑖𝑖2〉 − 〈𝑁𝑁𝑖𝑖〉2)                         (9) 

and 

                 ��〈𝑁𝑁𝑖𝑖𝑁𝑁𝑗𝑗 〉 − 〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑗𝑗 〉�𝑢𝑢1(𝑟𝑟𝑖𝑖)
𝑖𝑖𝑖𝑖

𝑢𝑢1�𝑟𝑟𝑗𝑗 � 

= �(〈𝑁𝑁𝑖𝑖2〉 − 〈𝑁𝑁𝑖𝑖〉2)
𝑖𝑖

𝑢𝑢1(𝑟𝑟𝑖𝑖)2 + 2�(〈𝑁𝑁𝑖𝑖𝑁𝑁𝑖𝑖+1〉 − 〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑖𝑖+1〉)𝑢𝑢1(𝑟𝑟𝑖𝑖)
𝑖𝑖

𝑢𝑢1(𝑟𝑟𝑖𝑖+1) 

           = �1 + 2 �
𝜙𝜙
𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐

�
2

��(〈𝑁𝑁𝑖𝑖2〉 − 〈𝑁𝑁𝑖𝑖〉2)
𝑖𝑖

𝑢𝑢1(𝑟𝑟𝑖𝑖)2 

           = �1 + 2 �
𝜙𝜙
𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐

�
2

��〈𝑁𝑁𝑖𝑖〉𝑘𝑘𝑘𝑘 �
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
�

0𝑖𝑖

𝑢𝑢1(𝑟𝑟𝑖𝑖)2                                                     (10) 

 
Therefore,  

(8) 
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          ��〈𝑁𝑁𝑖𝑖𝑁𝑁𝑗𝑗 〉 − 〈𝑁𝑁𝑖𝑖〉〈𝑁𝑁𝑗𝑗 〉�𝑢𝑢1(𝑟𝑟𝑖𝑖)
𝑖𝑖𝑖𝑖

𝑢𝑢1�𝑟𝑟𝑗𝑗 � 

=
1
2
𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 �1 + 2 �

𝜙𝜙
𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐

�
2

� �
d𝜌𝜌
d𝑃𝑃
�

0
� 𝑢𝑢1(𝑟𝑟)2𝑔𝑔0(𝑟𝑟)(4𝜋𝜋𝑟𝑟2)d𝑟𝑟
∞

0

                              (11)  

 
and 

  
𝐹𝐹2

𝑁𝑁𝑁𝑁𝑁𝑁
= −

1
4
𝜌𝜌𝜌𝜌𝜌𝜌 �1 + 2 �

𝜙𝜙
𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐

�
2

� �
d𝜌𝜌
d𝑃𝑃
�

0
� 𝑢𝑢1(𝑟𝑟)2𝑔𝑔0(𝑟𝑟)(4𝜋𝜋𝑟𝑟2)d𝑟𝑟
∞

0

                (12) 

Higher-order terms can be obtained as proposed by Baker and Henderson: 

                                                     𝐹𝐹𝑖𝑖 =
𝐹𝐹1

𝑖𝑖!
�

2𝐹𝐹2

𝐹𝐹1
�
𝑖𝑖−1

                                                       (13) 

 
By setting = 𝛽𝛽(1 + 2(𝜙𝜙/𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐 )2)−1(d𝑃𝑃/d𝜌𝜌)0 , we can summarize the following results: 

𝐹𝐹1

𝑁𝑁𝑁𝑁𝑁𝑁
= 2𝜋𝜋𝜋𝜋� 𝑢𝑢1(𝑟𝑟)𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟

∞

0

 

                                           
𝐹𝐹2

𝑁𝑁𝑁𝑁𝑁𝑁
= −𝜋𝜋𝜋𝜋𝜉𝜉−1 � 𝑢𝑢1(𝑟𝑟)2𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟

∞

0

                           (14) 

For a square-well potential 

𝑢𝑢1(𝑟𝑟𝑖𝑖) = �−𝜀𝜀, 𝑓𝑓𝑓𝑓𝑓𝑓 𝜎𝜎 ≤ 𝑟𝑟𝑖𝑖 ≤ 𝜆𝜆𝜆𝜆
0, 𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟𝑖𝑖 > 𝜆𝜆𝜆𝜆

� 

Define 𝑅𝑅 ≡ 𝑟𝑟𝑖𝑖/𝜎𝜎 and 𝜙𝜙 = 𝜋𝜋𝜎𝜎3𝜌𝜌/6, we can write:  

𝐹𝐹1

𝑁𝑁𝑁𝑁𝑁𝑁
= −2𝜋𝜋𝜎𝜎3𝜌𝜌𝜌𝜌 �𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅

𝜆𝜆

1

= −12𝜙𝜙𝜙𝜙�𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1  

𝐹𝐹2

𝑁𝑁𝑁𝑁𝑁𝑁
= −𝜋𝜋𝜎𝜎3𝜌𝜌𝜉𝜉−1𝜀𝜀2 �𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅

𝜆𝜆

1

= −6𝜙𝜙𝜉𝜉−1𝜀𝜀2 �𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

 

𝐹𝐹3

𝑁𝑁𝑁𝑁𝑁𝑁
= −

1
3
𝜋𝜋𝜎𝜎3𝜌𝜌𝜉𝜉−2𝜀𝜀3 �𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅

𝜆𝜆

1

= −2𝜙𝜙𝜉𝜉−2𝜀𝜀3 �𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1
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𝐹𝐹4

𝑁𝑁𝑁𝑁𝑁𝑁
= −

1
12

𝜋𝜋𝜎𝜎3𝜌𝜌𝜉𝜉−3𝜀𝜀4 �𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

= −
1
2
𝜙𝜙𝜉𝜉−3𝜀𝜀4 �𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅

𝜆𝜆

1

                    (15) 

and so on. 

This implies that 

𝐹𝐹 − 𝐹𝐹0

𝑁𝑁𝑁𝑁𝑁𝑁
= −12𝜙𝜙𝜉𝜉�

1
𝑖𝑖!
�
𝜀𝜀𝜀𝜀
𝜉𝜉
�
𝑖𝑖∞

𝑖𝑖=1

�𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

 

which can be compressed into: 

                                      
𝐹𝐹 − 𝐹𝐹0

𝑁𝑁𝑁𝑁𝑁𝑁
= −12𝜙𝜙𝜉𝜉 �exp �

𝜀𝜀𝜀𝜀
𝜉𝜉
� − 1��𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅

𝜆𝜆

1

                  (16)   

We will now consider the 𝑔𝑔0(𝑅𝑅) for hard spheres. We will consider the following series 

expansion: 

                                             𝑔𝑔0(𝑅𝑅) =
1
𝜙𝜙
�𝛾𝛾𝑖𝑖(𝑅𝑅)(

𝜙𝜙
1 − 𝜙𝜙

)𝑖𝑖
∞

𝑖𝑖=1

                                          (17) 

Let 𝜂𝜂 = 𝜙𝜙/(1 − 𝜙𝜙), we can then write: 

                                       �𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

=
1
𝜙𝜙
�𝜂𝜂𝑖𝑖
∞

𝑖𝑖=1

�𝛾𝛾𝑖𝑖(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

                             (18) 

We shall focus in the range 𝜆𝜆 = 1 − 2  because this is the relevant range for 

proteins. In this range, we just need to retain the first four terms: 

             𝑔𝑔0(𝑅𝑅) = 1
𝜙𝜙

[𝛾𝛾1(𝑅𝑅)𝜂𝜂 + 𝛾𝛾2(𝑅𝑅)𝜂𝜂2 + 𝛾𝛾3(𝑅𝑅)𝜂𝜂3 + 𝛾𝛾4(𝑅𝑅)𝜂𝜂4]                         (19) 
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�𝑔𝑔0(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

=
1
𝜙𝜙
�𝜂𝜂�𝛾𝛾1(𝑅𝑅)𝑅𝑅2d𝑅𝑅

𝜆𝜆

1

+ 𝜂𝜂2 �𝛾𝛾2(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

+ 𝜂𝜂3 �𝛾𝛾3(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

+ 𝜂𝜂4 �𝛾𝛾4(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

�                                                                          (20) 

where 

𝛾𝛾1(𝑅𝑅) = 1 

𝛾𝛾2(𝑅𝑅) = 7 − 6𝑅𝑅 + 0.5𝑅𝑅3 

𝛾𝛾3(𝑅𝑅) = 21.019724 − 60.405915𝑅𝑅−1 + 39.886191𝑅𝑅−2 

𝛾𝛾4(𝑅𝑅) = −9.100022 + 13.686797𝑅𝑅 + 4.586775𝑅𝑅2 

∫ 𝛾𝛾1(𝑅𝑅)𝑅𝑅2d𝑅𝑅𝜆𝜆
1 =  1

3
(𝜆𝜆3 − 1)  

�𝛾𝛾2(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

=
1

12
𝜆𝜆6 −

3
2
𝜆𝜆4 +  

7
3
𝜆𝜆3 −

11
12

 

�𝛾𝛾3(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

=  7.006575𝜆𝜆3 − 30.202958𝜆𝜆2 + 39.886192𝜆𝜆 − 16.689809 

�𝛾𝛾4(𝑅𝑅)𝑅𝑅2d𝑅𝑅
𝜆𝜆

1

=  −0.917355𝜆𝜆5 + 3.421699𝜆𝜆4 − 3.033341𝜆𝜆3 + 0.528997 

Clearly those integrals can be directly determined provided that 𝜆𝜆 is know. We shall refer 

to them as Γ1, Γ2, Γ3, Γ4 and write: 

                     
𝐹𝐹 − 𝐹𝐹0

𝑁𝑁𝑁𝑁𝑁𝑁
= −12𝜉𝜉 �exp �

𝜀𝜀𝜀𝜀
𝜉𝜉
� − 1� (𝛤𝛤1𝜂𝜂 + 𝛤𝛤2𝜂𝜂2 + 𝛤𝛤3𝜂𝜂3 + 𝛤𝛤4𝜂𝜂4                (21) 

We also observe that since 𝑃𝑃/𝑘𝑘𝑘𝑘 = 𝜌𝜌(1 + 𝜙𝜙 + 𝜙𝜙2 − 𝜙𝜙3)/(1 − 𝜙𝜙)3, we have 

                                         
𝜕𝜕
𝜕𝜕𝜌𝜌

𝑃𝑃
𝑘𝑘𝑘𝑘

=
1 + 4𝜙𝜙 + 4𝜙𝜙2 − 4𝜙𝜙3 + 𝜙𝜙4

(1 − 𝜙𝜙)4                                      (22) 
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This implies that 

                                        𝜉𝜉 =
1 + 4𝜙𝜙 + 4𝜙𝜙2 − 4𝜙𝜙3 + 𝜙𝜙4

(1 + 2(𝜙𝜙/𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐  )2)(1− 𝜙𝜙)4                                              (23) 

In terms of the reduced expression employed in our model: 

𝑓𝑓(𝑐𝑐1,𝑇𝑇) − 𝑓𝑓(0)(𝑐𝑐1) = −12𝑐𝑐1𝜉𝜉 �exp �
𝜀𝜀𝜀𝜀
𝜉𝜉
� − 1� (𝛤𝛤1𝜂𝜂 + 𝛤𝛤2𝜂𝜂2 + 𝛤𝛤3𝜂𝜂3 + 𝛤𝛤4𝜂𝜂4)       (24) 
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Appendix D 

Numerical Method for Constructing Phase Diagram 

The following program is written with Matlab R2007a for numerically solving the 

equilibrium conditions for LLPS of protein-polymer-buffer ternary system. At a given 

phase separation temperature T=Tph and polymer chemical potential 𝜇̂𝜇2 , the protein 

concentrations in the two coexisting phases 𝑐𝑐1
I  and 𝑐𝑐1

II  are numerically solved from the 

equilibrium conditions 𝜇̂𝜇1
I (𝑐𝑐1

I , 𝜇̂𝜇2,𝑇𝑇) = 𝜇̂𝜇1
II (𝑐𝑐1

II , 𝜇̂𝜇2,𝑇𝑇)  and 𝛱𝛱�(𝑐𝑐1
I , 𝜇̂𝜇2,𝑇𝑇) = 𝛱𝛱�(𝑐𝑐1

II , 𝜇̂𝜇2,𝑇𝑇) . 

Then the 𝑐𝑐2
I  and 𝑐𝑐2

II  are calculated from 𝑐𝑐2 = 𝛼𝛼(𝑐𝑐1)exp(𝜇̂𝜇2), and the LLPS phase diagram 

is constructed. 

 

1. Flowchart 

 

 

 

 

 

 

 

 

 

 

 

 

At given T and 𝜇̂𝜇2 , calculate 𝛱𝛱�  (𝑐𝑐1 ). 
Was a minimum 𝛱𝛱�can be found?  

 

Calculate 𝜇̂𝜇1 with 𝑐𝑐1
I  and solve 𝑐𝑐1

II  from 𝜇̂𝜇1 
 

Calculate 𝛱𝛱� with 𝑐𝑐1
II  and solve 𝑐𝑐1

I ′ from 𝛱𝛱� 
 

 

𝑐𝑐1
I = 𝑐𝑐1

I ′  

Assign a seed value to 𝑐𝑐1
I  

If �𝑐𝑐1
I ′ − 𝑐𝑐1

I�/𝑐𝑐1
I < 10−5 ? 

 

Report 𝑐𝑐1
I ,  𝑐𝑐1

II , T,  𝜇̂𝜇2 
 

Yes 

Yes 

No 

Decrease T 
No 
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2. Main Program “PHASED.M” 

% calculate phase diagram protein-polymer mixtures 
T=[]; C2=[]; C1=[]; C2=[]; M=[]; B=[]; sC1=[]; F=[]; ddU=[]; dp=[]; 
pC1I=[]; pC1II=[]; pC1a=[]; pC1b=[]; uC1a=[]; uC1b=[]; fu1=[];  
U1=[]; P=[]; a=[]; F=[]; MF=[]; UHS=[]; Uid=[]; Ue=[]; fe=[]; fHS=[]; 
U1b=[]; Pb=[]; T=[]; C1I=[]; C1II=[]; rC2=[]; alpha=[]; fp=[]; Tph=[]; 
h=[]; dh=[]; g=[]; dg=[]; en=[]; den=[]; fep=[]; fep2=[]; R=[]; eC1=[]; 
%__________________________________________________ 
%Input data 
R=8.31447; 
MW1=69000; 
MW2=1450; 
v=0.00071;      % (L/g) protein specific volume 
q=0.6;      % ratio polymer/protein size 
e=975; 
de=0/R;     % (J/mol) depth of well 
l=1.7;      % range of interactions 
  
Tmin=(e/R)/0.45;        %initial temperature 
   
Nmax=10000; 
toll=0.00001; 
  
eC1=[50 222 222 222 222]; 
  
nC2=5; 
C2min=40; 
C2max=90;       %g/L 
rC2=linspace(C2min,C2max,nC2) 
   
q1=3*q+3*q^2+q^3; 
q2=4.5*q^2+3*q^3; 
q3=3*q^3; 
  
g1=(l^3-1)/3; 
g2=2.333333333333*l^3-1.50000*l^4+0.0833333333333*l^6-
0.9166666666666667; 
g3=39.8861910000*l-30.202957500*l^2+7.006574666666667*l^3-
16.68980816666667; 
g4=-3.033340666666667*l^3+3.421699250000000*l^4-
0.9173550000000000*l^5+.5289964166666667; 
kc=0.493^(-2); 
   
%F=0.15*pi; 
%MF=F/(1-F); 
%R1=linspace(1,1.3,1000); 
%ig1=1; 
%ig2=7-6*R1+0.5*R1.^3; 
%ig3=21.019724-60.405915./R1+39.886191./(R1.^2); 
%ig4=-9.100022+13.686797*R1-4.586775*R1.^2; 
%ig=(1/F)*(ig1*MF+ig2*MF^2+ig3*MF^3+ig4*MF^4); 
%plot(R1,ig),grid,zoom 
%pause 
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%R=linspace(1,l,8100); 
%ig1=sum(R.^2)*(l-1)/8100 
%ig2=sum((7-6*R+0.5*R.^3).*R.^2)*(l-1)/8100 
%ig3=sum((21.019724-60.405915./R+39.886191./R.^2).*R.^2)*(l-1)/8100 
%ig4=sum((-9.100022+13.686797*R-4.866775*R.^2).*R.^2)*(l-1)/8100 
  
%pause 
%_________________________________________________ 
  
%__________________________________________________ 
% functions to evaluate. They depend on iC1, iT, iU2 
%F='v*iC1*MW1'; 
%MF='eval(F)/(1-eval(F))'; 
%a='(1-eval(F))*exp(-q1*eval(MF)-q2*eval(MF)^2-q3*eval(MF)^3)'; 
%da='(    -eval(a)/(1-eval(F))      *     (   1+ 
(q1+2*q2*eval(MF)+3*q3*eval(MF)^2)    /  (1-eval(F))   )   )*(v*MW1)'; 
   
% modeling hard-core part: Carnahan-Staling HS 
  
%UHS='eval(F)*(8-9*eval(F)+3*eval(F)^2)/(1-eval(F))^3'; 
%Uid='log(iC1)'; 
%fHS='eval(F)*(4-3*eval(F))/(1-eval(F))^2'; 
  
% Ue='-2*eval(F)*(4*e*l^3)/(R*iT)';     %this is the mean-field part to 
be changed 
%fe2='-eval(F)*(4*e*l^3)/(R*iT)'; 
  
% modeling attraction part: perturbation theory 
  
%h=' (1+4*eval(F)+4*eval(F)^2-4*eval(F)^3+eval(F)^4) / (1-eval(F))^4  / 
(1+2*kc*eval(F)^2)'; 
%dh='4* ( (2+5*eval(F)-eval(F)^2) - kc*eval(F)*(1-eval(F)-10*eval(F)^2-
6*eval(F)^3+5*eval(F)^4-eval(F)^5))  /   ( (1+2*kc*eval(F)^2)^2 * (1-
eval(F))^5 )'; 
  
%en='exp( e/ ((R*iT)*eval(h)) )-1'; 
%den='( -e /((R*iT)*eval(h)^2) ) * exp( e/((R*iT)*eval(h))) *eval(dh)'; 
   
%g='g1*eval(MF)+g2*eval(MF)^2+g3*eval(MF)^3+g4*eval(MF)^4'; 
%dg='(g1+2*g2*eval(MF)+3*g3*eval(MF)^2+4*g4*eval(MF)^3) / (1-
eval(F))^2'; 
  
%fe='-12*eval(h)*eval(en)*eval(g)'; 
%Ue='-12* (  eval(h)*eval(en)*eval(g)   +eval(F) * 
(eval(dh)*eval(en)*eval(g) 
+eval(h)*eval(den)*eval(g)+eval(h)*eval(en)*eval(dg) ))'; 
  
  
%P='iC1*(1+eval(UHS)+eval(Ue)-eval(fHS)-eval(fe)-
eval(da)*exp(iU2))+eval(a)*exp(iU2)'; 
%U1='eval(Uid)+eval(UHS)+eval(Ue)-eval(da)*exp(iU2)'; 
%_____________________________________________________ 
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% ________________________________ plot stuff (to remove later) 
    points=1000; 
    iU2=-inf; 
    C1=linspace(0.0001,0.45/v,points); 
    iT=Tmin; 
    for i=1:points 
    iT=Tmin; 
    iC1=C1(i)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
% 
%   vh(i)=h; 
%   ven(i)=en; 
%   vg(i)=g; 
%   fem(i)=eval(fe2); 
%   fep(i)=fe; 
%   free(i)=(log(iC1/exp(1))+eval(fHS)+eval(fe)); 
    fu1(i)=U1; 
%   fp(i)=P/iC1; 
%   iT=Tmin*(1+.0001); 
%   
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
%   fep2(i)=fe; 
%   uen(i)=-(fep2(i)-fep(i))/(iT-Tmin)*Tmin; 
    end 
%df=diff(free)./diff(C1)*MW1; 
  
    plot(C1*v*6/pi,fu1),zoom,grid 
    pause 
%   plot(C1*v*6/pi,fp),zoom,grid 
%   pause 
%   plot(C1*v,uen),zoom,grid 
%   pause 
     
%____________________________________________________ 
 
for m=1:nC2 
iU2=log(rC2(m)/MW2); 
%for m=1:nC2 
% This cycle is responsible for the increments of C2 
   
T(1)=Tmin; 
for k=1:Nmax 
% This cycle is responsible for the increments of T 
  
%_____________________________________________________ 
% find initial seed for C1II and check T 
% we look for a minimum in the pressure behavior starting from high 
concentrations and gradually lowering the value 
% if the minimum is not found we need to decrease Tmin 
  
for it1=1:Nmax 
pC1I(1)=0; 
pC1II(1)=0.45/v; 
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dC=pC1II(1)/100; 
for it2=1:100 
    iT=T(k); 
    vC1II=pC1II(1); 
    iC1=pC1II(1)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    p2=P; 
    iC1=(pC1II(1)-dC)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    p1=P; 
    dp=p2-p1; 
    if dp<0 break 
    end 
    pC1II(1)=iC1*MW1; 
end 
    if it2==100 & k==1 
        'minimum not found! lower Tmin!' 
    end 
    if dp<0 
        break 
    end 
    T(k)=(T(k)+T(k-1))/2; 
end 
% if the minimu is found the program chooses the C1 immediately to the 
right of the minimum. This is a seed for C1II. 
%Note that if the minimum it is not found and k>1, then the program 
automatically lowers T. 
%___________________________________________________________ 
   
for i=1:Nmax 
% This cycles starts from the C1II seed and compute the chemical 
potential at C1II, which should be the same at C1I. 
% Starting from two very low concentrations seeds of C1I, it determines 
the value of C1I from the chemical potential curve. 
    iC1=pC1II(i)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    vU1=U1; 
    uC1a(1)=dC/10000; 
    uC1b(1)=2*dC; 
    iC1=uC1a(1)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    U1a(1)=U1; 
    iC1=uC1b(1)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    U1b(1)=U1; 
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    for j=1:Nmax 
% this is the actual cycle responsible for C1I obtainment        
        slope=(U1b(j)-U1a(j))/(uC1b(j)-uC1a(j)); 
        uC1a(j+1)=uC1b(j); 
        uC1b(j+1)=uC1b(j)+(vU1-U1b(j))/slope; 
        U1a(j+1)=U1b(j); 
        iC1=uC1b(j+1)/MW1; 
         
        err=abs(uC1b(j+1)-uC1b(j))/abs(uC1b(j+1)); 
        if  err<toll 
            pC1I(i+1)=uC1b(j+1); 
            break 
        end 
        if  uC1b(j+1)<0 
            'negative' 
            break 
        end 
        
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
        U1b(j+1)=U1; 
    end 
% the obtained value of C1I is then plugged in the pressure equation. 
The value of the pressure is then used to obtain a new estimation of 
C1II. 
    iC1=pC1I(i+1)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    vP=P; 
    pC1a(1)=0.4/v; 
    pC1b(1)=0.45/v; 
    iC1=pC1a(1)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    Pa(1)=P; 
    iC1=pC1b(1)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    Pb(1)=P; 
  
    for j=1:Nmax 
         
        slope=(Pb(j)-Pa(j))/(pC1b(j)-pC1a(j)); 
        pC1a(j+1)=pC1b(j); 
        pC1b(j+1)=pC1b(j)+(vP-Pb(j))/slope; 
        Pa(j+1)=Pb(j); 
        iC1=pC1b(j+1)/MW1; 
         
        err=abs(pC1b(j+1)-pC1b(j))/pC1b(j+1); 
        if  err<toll 
            pC1II(i+1)=pC1b(j+1); 
            break 
        end 
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[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
        Pb(j+1)=P; 
    end 
  
    err=max([abs(pC1I(i+1)-pC1I(i))/pC1I(i+1) abs(pC1II(i+1)-
pC1II(i))/pC1II(i+1)]); 
    if  err<toll 
            C1I(k)=pC1I(i+1); 
            C1II(k)=pC1II(i+1); 
            break 
    end 
end 
    if k>1 & (T(k)-T(k-1))/T(k)<1e-3 
        Tc(m)=T(k); 
        Cc(m)=(C1I(k)+C1II(k))/2; 
        break 
    end 
T(k+1)=(1+.05/(k^0.5))*T(k); 
end 
  
Y=[T, Tc(m), fliplr(T)]; 
X=[C1I, Cc(m), fliplr(C1II)]; 
for i=1:length(eC1) 
    iC1=eC1(i)/MW1; 
    
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2); 
    C2(m,i)=MW2*a*exp(iU2) 
    Tph(m,i)=interp1(X,Y,eC1(i)) 
end 
m 
  
T=[]; X=[]; Y=[]; C1I=[]; C1II=[]; 
  
end 
  
%plot(C2(:,1),Tph(:,1),C2(:,2),Tph(:,2),C2(:,3),Tph(:,3),C2(:,4),Tph(:,
4),C2(:,5),Tph(:,5),[79  75  72  68  64  58  52], [285.1 281.05  277.4   
274.15  270.55  265.65  262.15], 'o',[79    74  70  65  61  54], 
[290.15    284.8   280.25  275.05  271.15  266], 'o',[79   74  69  63  
57  52  47], [308.85    301.85  292.6   285 277.25  271.2   267.3], 
'o',[45 43  40  35  31], [299.15    294.2   287.75  279.55  270.2], 
'o',[36 30  26  23  20], [298.8 286.95  274.55  268.3   264.2],'o') 
  
plot(C2(:,1),Tph(:,1)), grid, zoom 
  
C2(:,1) 
Tph(:,1) 
  
%e/(R*Tc) 
%Cc*v 
%plot(v*C1I,T,v*C1II,T, v*Cc, Tc,'o'), zoom, grid 
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3. Subfunction “PHASED.M” 

%Subfunction for calculating the chemical potential of protein 
 
function 
[F,MF,a,da,Uid,UHS,fHS,h,dh,en,den,g,dg,fe,Ue,P,U1]=pchem(iC1,iT,v,e,de
,l,kc,R,MW1,MW2,g1,g2,g3,g4,q1,q2,q3,iU2) 
   
%functions_____________________________________________________________ 
 
F=v*iC1*MW1; 
MF=F/(1-F); 
a=(1-F)*exp(-q1*MF-q2*MF^2-q3*MF^3); 
da=(-a/(1-F) * (  1+ (q1+2*q2*MF+3*q3*MF^2)  / (1-F) ))*(v*MW1); 
Uid=log(iC1); 
UHS=F*(8-9*F+3*F^2)/(1-F)^3; 
fHS=F*(4-3*F)/(1-F)^2; 
h=(1+4*F+4*F^2-4*F^3+F^4) / (1-F)^4  / (1+2*kc*F^2)'; 
dh=4* ( (2+5*F-F^2) - kc*F*(1-F-10*F^2-6*F^3+5*F^4-F^5))  /   
( (1+2*kc*F^2)^2 * (1-F)^5 ); 
en=exp( (e+de/iT)/ ((R*iT)*h) )-1; 
den=( -(e+de/iT) /((R*iT)*h^2) ) * exp( (e+de/iT)/((R*iT)*h)) *dh; 
g=g1*MF+g2*MF^2+g3*MF^3+g4*MF^4; 
dg=(g1+2*g2*MF+3*g3*MF^2+4*g4*MF^3) / (1-F)^2; 
fe=-12*h*en*g; 
Ue=-12* (  h*en*g   +F * (dh*en*g  +h*den*g+h*en*dg )); 
P=iC1*(1+UHS+Ue-fHS-fe-da*exp(iU2))+a*exp(iU2); 
U1=Uid+UHS+Ue-da*exp(iU2); 
%______________________________________________________________________ 
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Appendix E 

The Scaled Particle Theory on the Fluid 

with Square-Well Potential 

In this appendix, we will use scaled particle theory to derive the free energy change 

of inserting a solute particle into a fluid where the fluid particles interact with a square-

well potential. This yields an expression for the free-volume fraction that depends on 

temperature (see eq 13).  

In appendix A, we have shown the work, W, for creating a cavity with radius R, i.e, 

inserting a AO sphere with radius R, in a fluid:  

                    𝛽𝛽𝛽𝛽(𝑞𝑞) = −ln(1 − 𝜙𝜙) + 3(𝑞𝑞 + 𝑞𝑞2)𝜂𝜂 +
9
2
𝑞𝑞𝜂𝜂2 + 𝑍𝑍𝑍𝑍𝑞𝑞3                               (1) 

We now need to consider the expression of Z in the case of a fluid with attractive 

interactions. Because we consider a fluid with weak attraction,  we can apply the first 

order perturbation theory as described in appendix E. The free energy of the attractive 

fluid is expressed by sum of the hard-sphere term and a perturbation term, 

                                         
𝑓𝑓
𝜌𝜌

=
𝑓𝑓0

𝜌𝜌
− 12𝛽𝛽𝛽𝛽𝛽𝛽 �𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟

𝜆𝜆

1

                                                     (2) 

where g0(r) is the radial distribution function of hard sphere given by eq 19 in appendix E. 

From the basic thermodynamic relation: 𝐹𝐹 = 𝑁𝑁𝑁𝑁 − 𝑃𝑃𝑃𝑃, we can obtain: 𝑓𝑓 = 𝜌𝜌𝜕𝜕𝑓𝑓
𝜕𝜕𝜌𝜌

− 𝛽𝛽𝛽𝛽. 

This allows us to express compressibility Z as, 

                                                   𝑍𝑍 = 𝜌𝜌
𝜕𝜕�𝑓𝑓/𝜌𝜌�
𝜕𝜕𝜕𝜕

                                                                      (3) 

Therefore, by combining eq 2 and eq 3, we obtain: 
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                         𝑍𝑍 = 𝑍𝑍0 − 12𝛽𝛽𝛽𝛽𝛽𝛽
𝜕𝜕 �𝜙𝜙 ∫ 𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟𝜆𝜆

1 �
𝜕𝜕𝜕𝜕

                                          (4) 

where Z0 is the compressibility of hard spheres( see eq D-20). 

Then substitute eq 4 into eq 1, we obtain: 

𝛽𝛽𝛽𝛽(𝑞𝑞) = −ln(1 − 𝜙𝜙) + (3𝑞𝑞 + 3𝑞𝑞2 + 𝑞𝑞3)𝜂𝜂 + �
9
2
𝑞𝑞 + 3𝑞𝑞3� 𝜂𝜂2 + 3𝑞𝑞3𝜂𝜂3

− 12𝛽𝛽𝛽𝛽𝜙𝜙2𝑞𝑞3
𝜕𝜕 �𝜙𝜙 ∫ 𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟𝜆𝜆

1 �
𝜕𝜕𝜕𝜕

                                                (5) 

We now use W0 to denote the work for creating the cavity in hard-sphere fluid, i.e. the 

first four terms in eq 10, and write:  

                  𝛽𝛽𝛽𝛽 = 𝛽𝛽𝑊𝑊0 − 12𝛽𝛽𝛽𝛽𝜙𝜙2𝑞𝑞3
𝜕𝜕 �𝜙𝜙 ∫ 𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟𝜆𝜆

1 �
𝜕𝜕𝜕𝜕

                                   (6) 

Within scaled particle theory, the work for creating the cavity is equal to the free energy 

change of inserting the second solute hard sphere. We thus relate the work to free volume 

fraction of the AO sphere by, 

                                                  𝑊𝑊 = ∆𝐹𝐹 = −𝑘𝑘𝑘𝑘ln(𝛼𝛼)                                                   (7)     

In conclusion, we obtain: 

                                   
ln(𝛼𝛼/𝛼𝛼0)

𝜀𝜀
= 12𝛽𝛽𝜙𝜙2𝑞𝑞3

𝜕𝜕 �𝜙𝜙 ∫ 𝑔𝑔0(𝑟𝑟)𝑟𝑟2d𝑟𝑟𝜆𝜆
1 �
𝜕𝜕𝜕𝜕

                      (8) 
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Appendix F 

LLPS of the Fluid of Square-Well Chain 

The increase of Tph with the degree of polymerization has been theoretically 

investigated using a perturbation method by Banaszak. Banaszak et al. have reported a 

perturbation theory based on Wertheim's theoretical framework to determine the effect of 

hard-sphere connectivity on the LLPS phase boundary. We derive the expressions of the 

Helmholtz free energy and chemical potential for a fluid of square-well chain (see eq 8 

and eq 9).  

In this model, chain connectivity is introduced by applying thermodynamic 

perturbation theory to the hard-sphere monomer with diameter σ. The chain-chain 

attractive interactions, which are responsible for LLPS, were introduced using the square-

well potential for the monomer with a well width λ of 1.5 σ, according to the Barker-

Henderson perturbation theory. 

Based on Wertheim’s first-order themodynamic perturbation theory, the 

compressiblility factor Z for chains consisting of n spheres, the n-mer, can be expressed 

as, 

                                                             𝑍𝑍𝑛𝑛 =  𝑛𝑛𝑍𝑍1  + 𝑍𝑍𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎                                                         (1) 

Where Z1 is the reference compressibility of the non-bonded sphere (monomer), and Zchain 

is the perturbation caused by the connectivity(bonding) of the spheres. Zchain is given by  

                                                 𝑍𝑍chain = (1 − 𝑛𝑛)�1 + 𝜙𝜙
𝜕𝜕
𝜕𝜕𝜕𝜕

ln𝑔𝑔(𝜎𝜎,𝜙𝜙)�                                  (2) 
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where φ is the volume fraction of reference spheres, and g(σ,φ) is the contact number of 

the spheres, i.e., the value of the radial distribution function of the reference sphere fluid 

at the distance r = σ. 

The free energy, 𝑓𝑓𝑛𝑛 , of the n-sphere chain can be expressed in terms of Zn by 

combining the basic thermodynamic relations 𝑓𝑓𝑛𝑛 = 𝑐𝑐𝑛𝑛𝜇̂𝜇𝑛𝑛 − 𝛱𝛱�𝑛𝑛  and 𝜇̂𝜇𝑛𝑛 = �𝜕𝜕𝑓𝑓𝑛𝑛/𝜕𝜕𝑐𝑐𝑛𝑛�𝑉𝑉,𝑇𝑇
. 

𝑍𝑍𝑛𝑛 =
𝛱𝛱�𝑛𝑛
𝑐𝑐𝑛𝑛

= 𝑐𝑐𝑛𝑛
𝜕𝜕�𝑓𝑓𝑛𝑛/𝑐𝑐𝑛𝑛�
𝜕𝜕𝑐𝑐𝑛𝑛

 

𝑓𝑓𝑛𝑛/𝑐𝑐𝑛𝑛  = ln(𝑐𝑐𝑛𝑛/𝑒𝑒) + �
𝑍𝑍𝑛𝑛 − 1
𝑐𝑐𝑛𝑛

𝑐𝑐𝑛𝑛

0
d𝑐𝑐𝑛𝑛  

where cn is the molarity of the chain (oligomer). The molarity of monomer is denoted by 

c1. According to mass conservation, cn=c1/n.  

From eq 1 and eq 2, we find: 

𝑍𝑍𝑛𝑛 − 1
𝑐𝑐𝑛𝑛

= 𝑛𝑛2 𝑍𝑍1 − 1
𝑐𝑐1

+ 𝑛𝑛(1 − 𝑛𝑛)
𝜕𝜕
𝜕𝜕𝑐𝑐1

ln𝑔𝑔(𝜎𝜎,𝜙𝜙) 

�
𝑍𝑍𝑛𝑛 − 1
𝑐𝑐𝑛𝑛

𝑐𝑐𝑛𝑛

0
d𝑐𝑐𝑛𝑛 = 𝑛𝑛�

𝑍𝑍1 − 1
𝑐𝑐1

𝑐𝑐1

0
d𝑐𝑐1 + (1 − 𝑛𝑛)�

𝜕𝜕
𝜕𝜕𝑐𝑐1

ln𝑔𝑔(𝜎𝜎,𝜙𝜙)
𝑐𝑐1

0
d𝑐𝑐1 

Substituting eq 4 into eq 6, we obtain: 

𝑓𝑓𝑛𝑛
𝑐𝑐𝑛𝑛
− ln(𝑐𝑐𝑛𝑛/𝑒𝑒) = 𝑛𝑛 �

𝑓𝑓1

𝑐𝑐1
− ln(𝑐𝑐1/𝑒𝑒)�+ (1 − 𝑛𝑛)ln𝑔𝑔(𝜎𝜎,𝜙𝜙) 

Therefore, we finally find: 

𝑓𝑓𝑛𝑛 = 𝑐𝑐𝑛𝑛 ln(𝑐𝑐𝑛𝑛/𝑒𝑒) + �𝑓𝑓1 − 𝑐𝑐1 ln(𝑐𝑐1/𝑒𝑒)� +
(1 − 𝑛𝑛)

𝑛𝑛
𝑐𝑐1ln𝑔𝑔(𝜎𝜎,𝜙𝜙) 

𝜇̂𝜇𝑛𝑛 = ln 𝑐𝑐𝑛𝑛 + 𝑛𝑛(𝜇̂𝜇1 − ln 𝑐𝑐1) + (1 − 𝑛𝑛)
𝜕𝜕
𝜕𝜕𝜕𝜕

(𝜙𝜙ln𝑔𝑔(𝜎𝜎,𝜙𝜙)) 

According the first-order thermodynamic perturbation theory for monomer (see appendix 

C), the free energy for monomer is given by: 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 
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                                    𝑓𝑓1 = 𝑓𝑓1
(0) +

𝑓𝑓1
(1)

𝑘𝑘𝑘𝑘
𝜀𝜀 +

𝑓𝑓1
(2)

𝑘𝑘𝑘𝑘
𝜀𝜀2 + 𝒪𝒪(𝜀𝜀2)                                        (10) 

Since ε is small for weak attractive interactions, only the first three terms of free energy 

were retained.  At λ=1.5, we have 

                                  𝑓𝑓1
(0)/𝑐𝑐1  = ln �

𝑐𝑐1

𝑒𝑒
� +

𝜙𝜙(4 − 3𝜙𝜙)
(1 − 𝜙𝜙)2                                                   (11)  

𝑓𝑓1
(1)/𝑐𝑐1 = 3.173136 �1 − exp�

4.5𝜙𝜙
√2 − 𝜙𝜙

� −
4.5
√2

𝜙𝜙� − 4.974192𝜙𝜙 + 5.134186𝜙𝜙2 

𝑓𝑓1
(2)/𝑐𝑐1 = −0.384466 �1 − exp�

9.75𝜙𝜙
√2 − 𝜙𝜙

� −
9.75
√2

𝜙𝜙� − 2.487096𝜙𝜙 − 0.047652𝜙𝜙2 

The monomer chemical potential 𝜇̂𝜇1 is calculated by differentiating eq 10 with respect to 

c1.  

The radial distribution function of the spheres with square well potential expressed by, 

                   𝑔𝑔(𝜎𝜎,𝜙𝜙) = 𝑔𝑔(0)(𝜎𝜎,𝜙𝜙) +
𝜀𝜀𝜆𝜆3

𝑘𝑘𝑘𝑘
𝑔𝑔(0)(𝜆𝜆𝜆𝜆,𝜙𝜙) +

𝜀𝜀
4𝑘𝑘𝑘𝑘

𝜕𝜕𝑓𝑓1
(1)/𝑐𝑐1

𝜕𝜕𝜕𝜕
                   (12) 

where 

𝑔𝑔(0)(𝜎𝜎,𝜙𝜙) =
1 − 𝜙𝜙/2
(1 − 𝜙𝜙)3 

𝑔𝑔(0)(𝜆𝜆𝜆𝜆,𝜙𝜙) = 1 + 𝛾𝛾1𝜙𝜙 + 𝛾𝛾2𝜙𝜙2 + 𝛾𝛾3𝜙𝜙3 + 𝛾𝛾4𝜙𝜙4 

At λ=1.5,  we can use: γ1= 0.653305, γ2= -1.38146, γ3= -7.58844, and γ1= 8.40166. 
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Appendix G 

Flowchart of the Monte Carlo Algorithm 

In this Appendix we present the flowcharts describing the Monte Carlo algorithm 

used to calculate free-volume and average gyration radius of polymer in a sphere 

suspension.  

Fig 1 presents the main procedure of the algorithm as follows: 

1. The initial close-packing configuration of spheres is set up. The number of 

spheres is fixed to N= 1000. The diameter of sphere, σ, depends on the sphere 

volume fraction associated with the simulation (φ = 0.001-0.4). The potential-

energy parameters were the normalized well depth 𝜀𝜀̂ = 𝜀𝜀/𝑘𝑘𝑘𝑘 and range λ. The 

variables P and Sum respectively accumulate the number of successful addition of 

polymer into the hard-sphere suspension and the sum of the square of gyration 

radius for individual polymer configurations. The variable K keeps track of the 

number of attempts to change protein configuration. 

2. A (ith) sphere is chosen. The number of contacts η1 made by this sphere is 

calculated by counting the proteins whose centers are within λσ from the center 

of ith sphere. This calculation is done under periodic condition, i.e., the spheres in 

26 neighboring unit cube with identical configuration are also taken into account. 

In order to save computational time, the periodic condition is only applied to the 

spheres for which the three spatial coordinates are in the ranges from 0 to λσ and 

from 1- λσ to 1. 
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3-5.  A position (X, Y, Z) in the box is selected at the distance a (the step length of 

sphere displacement) away from the center of the ith sphere in a random direction. 

This position is first selected in the local spherical coordinate system, whose 

origin is at the center of ith sphere. The radial coordinate equals to a fixed step 

length of sphere displacement, a, assigned according to the acceptance rate. The 

longitude angular coordinate ϕ are randomly selected between 0 and 2π. The 

latitude angular coordinate θ are randomly selected between 0 and π. The 

spherical coordinates are converted to the Cartesian coordinates (dX, dY, dZ) 

with respect to ith sphere. Then the coordinates of the new position in the box, (X, 

Y, Z) is calculated from (dX, dY, dZ). 

6. An attempt is made to move ith sphere to the new position. If there is an overlap 

with the hard core of any other spheres (under periodic condition), i.e. the 

distance between their center is smaller than σ , the attempt is considered as 

unsuccessful and the program returns to step 2 via step 12 shown below. 

7. The number of contacts η2 made by the sphere at the new position is calculated. 

8-10. The Metropolis equilibration algorithm. The potential energy difference, ∆, 

made by moving the ith sphere is calculated by 𝛥𝛥 = (𝜂𝜂2 − 𝜂𝜂1)𝜀𝜀. If ∆ is negative, 

the condition in step 7 will always be true and the ith sphere is moved to the new 

position. If ∆ is positive, the move is accepted with a probability of exp(-∆ /kT). 

11. An attempt is made to generate a set of coordinates (xM, yM, zM) for a polymer 

chain (or AO sphere). The chain contains Mmax points (atoms). These points are 

generated in sequence by a cycle described below and shown in Fig 2.  A 

successful attempt leads to the variable P increase by one. The square gyration 
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radius Rg
2 of this polymer chain configuration is calculated and added to the 

variable Sum. 

12. If the total number of attempts K to change protein configuration is greater than a 

specified maximum Kmax= 108, the program report the free-volume, v, for the 

polymer in the solution as v = P/(K- K0), where K0 is the cut-off for equilibration 

of the Metropolis algorithm, and the quadratic mean of gyration radius as 𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅  = 

�Sum/𝑃𝑃. The standard deviation of v is given by 𝑑𝑑𝑣𝑣 = �
𝑣𝑣(1−𝑣𝑣)
𝐾𝐾𝑝𝑝

  where Kp is the 

total number of attempts to generate polymer chain. The standard deviation of 

𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅  is given by 𝑑𝑑𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅  = �<𝑅𝑅𝑔𝑔4 >−<𝑅𝑅𝑔𝑔2 >2

𝑃𝑃
  . 
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Figure 1: The main cycle of the Monte Carlo algorithm 

 

 

  

Place N spheres in a 1×1×1 box with a 
close-packing configuration. 

P=0; Sum=0; Number of attempts K=0. 

Choose a random integer i between 1 and N. 
Calculate the number of contacts η1 of ith spheres. 

Does hard core corresponding to position (X, Y, Z) 
overlap with the hard core of any other sphere 
(except ith) in the box? 

Calculate number of contacts η2 at position 
(X, Y, Z), (except ith) in the box 

 

Calculate ∆ = -ε (η2-η1). Generate a 
random number W between 0 and 1 

Is exp(-∆/kT) > W? 

Move ith sphere to position X, Y, Z 

Increase K by one.  
If K > Kmax the 

report v = P/(K-K0) 
and 𝑅𝑅𝑔𝑔𝑅𝑅𝑅𝑅𝑅𝑅  = �Sum/𝑃𝑃 

Generate a set of coordinates for a 
polymer molecule. Calculate P and Rg

2 
 

1  

2  

3  

4  

5  

6  

7  

8  

9  

No  

Yes  

Yes  

No  

12  

Generate two random number φ between 0 and π and θ 
between 0 and 2π. (l,θ,ϕ) define the spherical coordinates 
of the new position with respect to the center of ith sphere. 

 

Calculate the Cartesian coordinates (dx,dy,dz) from (l,θ,ϕ).  
These define the new position with respect to the ith sphere. 

Calculate the (X, Y, Z) from (dx,dy,dz). 
These define the new position in the box. 

10  

11  
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Fig 2-4 illustrates the generation of polymer chain in step 11. In our study, four 

kinds of polymer models are used, i.e. hard-sphere, linear chain of points with fixed bond 

length and arbitrary bond angle (Fig 2), linear chain with fixed bond length and bond 

angle (Fig 3), and linear self-avoiding chain of spheres with two parameters α, the 

effective atomic diameter, and ε, the trans-gauche transition energy (Fig 4). 

The procedures in Fig 2 are as follows: 

1. The program first checks whether the number of attemps K to change sphere 

configuration is greater than a specified minimum K0 = 106. If K ≥ K0, the 

program starts to generate polymer chains. If K < K0 , the program does not 

generate polymer chains and continues with the Metropolis equilibration 

algorithm (steps 8-10). This ensures that the determination of physical properties 

by simulation is only done after equilibration.  

2. The position (x1, y1, z1) is selected at random. The index of points of polymer 

chain is initialed at one. 

3. An attempt is made to generate the first point of polymer chain at (x1, y1, z1). If 

there is an overlap with the hard core of spheres, the attempt is consider as 

unsuccessful and the program continues to step 12, leaving P unchanged. 

4-7. Increase the index, M, of the points on polymer chain by one. A position (xM, 

yM, zM) in the box is selected at a distance of l (bond length) away from the 

preceding point. This is done through selecting the spherical coordinate with 

respect to last point, and then converting them the Cartesian coordinates in the 

coordinates system of the box (similar to Step3-5). 
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6. An attempt is made to generate the next point of the polymer chain at (xM, yM, 

zM). If there is an overlap with the spheres, the attempt is unsuccessful and the 

program continues to step 12 in main program, leaving P unchanged. 

7. The program checks if the generation of polymer chain is completed. If the index 

M is smaller than the number of points on the polymer chain Mmax, the program 

continues to steps 4-7 to generate more points. If M ≥ Mmax, the program finishes 

generation polymer chain and precedes to step 10. 

8. The variable P, which tracks the number of successful polymer configuration, is 

increased by one. The Rg
2 for this chain is calculated by  

𝑅𝑅𝑔𝑔2 =
∑ (𝑥𝑥𝑀𝑀2 + 𝑦𝑦𝑀𝑀2 +𝑧𝑧𝑀𝑀2 )𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚
𝑀𝑀=1

𝑀𝑀𝑚𝑚𝑚𝑚𝑥𝑥
−
�∑ 𝑥𝑥𝑀𝑀

𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚
𝑀𝑀=1 �

2
+ �∑ 𝑦𝑦𝑀𝑀

𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚
𝑀𝑀=1 �

2
+ �∑ 𝑦𝑦𝑀𝑀

𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚
𝑀𝑀=1 �

2

𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚
2  

and added to the variable sum, and return to step 12 in main program. 
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Figure 2, Step 11: Generate a polymer chain with fixed bond length and arbitrary angle  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Generate two random number φ between 0 and π and θ between 0 
and 2π. (l,θ,ϕ) define the spherical coordinates of the successive 
atom of the polymer, using last atom as the origin. 
 

Does the position (xM,yM,zM) overlap with 
the hard core of any sphere in the box? 

 

From step 10 (main cycle)  

If K > K0? 
 

M = 1; Generate three random number 
(x1,y1,z1), between 0 and 1. These define the 
position of a terminal atom of the polymer. 

 

Increase M by one.  
 

To step 12 (main cycle)  

Calculate the Cartesian coordinates (dx,dy,dz) 
from (l,θ,ϕ). These define the position of the 
atom with respect to last atom. 

Calculate the (xM,yM,zM) from (dx,dy,dz). These 
define the position of the atom in the box. 

Increase P by one. Calculate Rg
2 for this 

polymer chain. Add Rg
2 to Sum.  

 

If M <Mmax? 

Does the position (x1,y1,z1) overlap with the 
hard core of any sphere in the box? 
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The procedures in Fig 3 are as follows: 

1-8. The same operations as in Fig A2 are done to generate the first and second 

points of the polymer chain. 

9-12. A position (xM, yM, zM) in the box is selected at a distance of l (the bond 

length) away from the preceding point. This position is first selected in the local 

spherical coordinate system, whose origin is at last point and z’ axis is in the 

direction of last segment. The radial coordinate equals to a specified bond length, 

l. The latitude angular coordinate θ is with a specified value of bond angle, θ0.  

The longitude angular coordinate ϕ is randomly selected between 0 and 2π. The 

spherical coordinates are converted to the Cartesian coordinates (dx, dy, dz) with 

respect to last point. Then the coordinates of this position in the coordinate 

system of the box, (xM, yM, zM) is calculated from (dx, dy, dz). 

13. An attempt is made to generate the next point of the polymer chain at (xM, yM, 

zM). If there is an overlap with the hard core of spheres, the attempt is consider as 

unsuccessful and the program continues to step 12 in the main program, leaving 

P unchanged. 

14. The program checks if the generation of polymer chain is completed. If the 

index M is smaller than the number of points on the polymer chain Mmax, the 

program continues to steps 9-12 to generate more points. If M ≥ Mmax, the 

program finishes generation polymer chain and precedes to 15. 

15. The variable P, which tracks the number of successful polymer configuration, is 

increased by one. The Rg
2 for this chain is calculated and added to the variable 

sum, and return to step 12 in main program. 



259 
 

Figure 3, Step 11: Generate a polymer chain with fixed bond length and bond angle 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Generate one random number φ between 0 and 2π. (l,θ0,ϕ) define 
the spherical coordinates of the successive atom of the polymer, 
using last atom as the origin and last bond as z axis. 

 

Does the position (xM,yM,zM) overlap with 
the hard core of any sphere in the box? 

 

From step 10 (main cycle)  

2 

To step 12 (main cycle)  

Calculate the Cartesian coordinates (dx,dy,dz) 
from (l,θ0,ϕ). These define the position of the 
atom with respect to last atom. 

Calculate the (xM,yM,zM) from (dx,dy,dz). These 
define the position of the atom in the box. 
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2 to Sum.  
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The procedures in Fig 4 are as follows: 

1-10. The same operations as in Fig 2 are done to generate the first and second 

atoms of the polymer chain. The only difference is, in this case, the atoms are 

represented by hard-sphere with diameter a, instead of points. 

11-14. A position (xM, yM, zM) in the box is selected at a distance of l (the bond 

length) away from the center of preceding sphere. This position is first selected 

in the local spherical coordinate system, whose origin is at center of last sphere 

and z’ axis is in the direction of last segment. The radial coordinate equals to a 

specified bond length, l. The latitude angular coordinate θ is with a specified 

value of bond angle, θ0.  The longitude angular coordinate ϕ' for the second to 

the last segment is calculated. The longitude angular coordinate ϕ for the new 

position is selected between 0 and 2π with a probability of exp(-𝜖𝜖̂)/(1+exp(-𝜖𝜖̂)) 

within 𝜑𝜑′ ± 𝜋𝜋
2

 and of 1/(1+exp(- 𝜖𝜖̂ )) otherwise. The spherical coordinates 

(l,φ0,ϕ) are converted to the Cartesian coordinates (dx, dy, dz) with respect to the 

last sphere. Then the coordinates of this position in the coordinate system of the 

box, (xM, yM, zM) is calculated from (dx, dy, dz). 

15. An attempt is made to generate the next point of the polymer chain at (xM, yM, 

zM). If there is an overlap with the hard core of any preceding atoms of polymer 

chain, the attempt is consider as unsuccessful and the program continues to step 

2, to regenerate the polymer chain. 

16. The program checks if the generation of polymer chain is completed. If the 

index M is smaller than the number of spheres on the polymer chain Mmax, the 
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program continues to steps 9-12 to generate more points. If M ≥ Mmax, the 

program finishes generation polymer chain, and precedes to step 17. 

17. Check whether the atoms of the polymer chain overlap with the hard cores of 

spheres in the box. If there is an overlap, the attempt is consider as unsuccessful 

and the program continues to step 12 in main program, leaving P unchanged. 

18. The variable P, which tracks the number of successful polymer configuration, is 

increased by one. The Rg
2 for this chain is calculated by and added to the 

variable sum, and return to step 12 in main program. 

 

Note:  

(1) In step 15, if the last generated atom overlap with previous atoms in polymer, the 

generation of polymer chain needs to start over to take into account the self 

exclusion effect of polymer. However, the sphere configuration should not be 

changed until a whole polymer chain is generated, because the generation of 

polymer chain is an independent process of the change of sphere configuration.  

(2) We check the overlap of polymer chain with spheres after the whole chain is 

generated. If we check the overlap after each atom is generated as described in the 

other polymer models, the simulation will be faster, but the self exclusion of 

polymer chain will be coupled with the mutual exclusion between polymer and 

sphere. This would distort the simulation result and lead to a free-volume fraction 

value larger than the real value. 
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Figure 4, Step 11: Generate a self-avoiding polymer chain with two parameters (α, ε) 
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Appendix H 

C Program for Monte Carlo Simulation on Free-Volume  

The following program is for determination of free-volume and average gyration 

radius for polymer in the protein solution. The polymer is modeled by a self-avoiding 

chain with a trans-gauche conformation transition potential energy. The programs for 

other polymer models are similar and not shown. The random number generator used in 

the program is a Mersenne Twister random number generator based on the code written 

by Makoto Matsumoto, Takuji Nishimura, and Shawn Cokus.  

 

 

1. The main function “freevolume.cpp” 

----------------------------------------------------------------------- 

#include "defines.h" 
 
//function declaration 
   Matrix matrix(int n,int m); 
   int  edge(Matrix q, Matrix p, int n, int m, double l); 
   void PrintMatrix(Matrix q, int n, int m , FILE* fid), 
        initialcon(Matrix q, int n, double l), 
        newpostion (Matrix q,int i,int n,Matrix p2,Matrix pc2, double* 
ne,double     
                    lt,double la), 
        contact(Matrix q, Matrix p, int n, int i, int m, double l), 
        contact2(double* o, Matrix q, Matrix p, int n, int i, int m, 
double l), 
        polymer(int Max, double a, double b, Matrix o, Matrix oo, 
Matrix q, int n,  
                double l, MTRand mt); 
 
//extern variables declaration 
        int i3, ic2, I, Contact, Contact2, sigma; 
        double P, rr, alpha, beta, c, gama; 
 
int main(void) 
{ 
//declare and initialize a mersenne twister random number generator 
        MTRand mt; 
        MTRand(); 



264 
 

          
//open or create a file for recording results 
  FILE* fid; 
  char filename[21]; 
  printf("\n Please input filename:"); 
  scanf("%s", & filename); 
  fid=fopen(filename, "wb+"); 
  
//ask for user's inputs 
 int N; 
 printf("\n Number of particals: N= "); 
 scanf("%d",&N); 
 double theta; 
 printf("\n diameter of particle: theta= "); 
 scanf("%lf",&theta); 
 double PHI; 
 PHI= theta*theta*theta*N*PI/6; 
 printf("\n volume fraction,PHI= %lf ",PHI); 
 double lamda, Lamda; 
 printf("\n normalized range of attraction: lamda/R0= "); 
 scanf("%lf",&Lamda); 
 lamda=theta*Lamda; 
 double energy; 
 printf("\n reduced depth of attraction: e/kT= "); 
 scanf("%lf",&energy); 
 double step, STEP; 
 printf("\n normalized steplength: step/(average distance - 
theta)= "); 
 scanf("%lf",&STEP); 
 double a=pow(1.0/N,1.0/3.0); 
 step=(a-theta)*STEP; 
 int Mmax; 
 printf("\n Number of segments of polymer chain: M= "); 
 scanf("%d",&Mmax); 
 double length, Length; 
 printf("\n normalized bond length of polymer : length= "); 
 scanf("%lf",&Length); 
       length=Length*theta; 
 double angle,Angle; 
 printf("\n bond angle of polymer (degree): angle= "); 
 scanf("%lf",&Angle); 
 angle=Angle/180*PI; 
 double radii; 
 printf("\n normalized atomic excluded radii with respect to bond 
length :    
               radii= "); 
 scanf("%lf",&radii); 
 c= radii*length; 
 double T; 
 printf("\n Temperature(K)= "); 
 scanf("%lf",&T); 
 double en, En; 
       printf("\n Trans-Gauche energy (Cal/mol)= "); 
 scanf("%lf",&En);  
       en= En/1.987/T; 
 double K0; 
 printf("\n equibibrium cut-off K, K0= "); 
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 scanf("%lf",&K0); 
 double KMAX; 
 printf("\n Maximum Kp, Kmax= "); 
 scanf("%lf",&KMAX); 
 
 
//Variable declaration 
 Matrix Q = matrix( N, 3); int i=0; 
 Matrix Edge = matrix( N, 4); int i2=0; 
 Matrix Edge2 = matrix( N, 4); i3=0; 
 Matrix Edgec = matrix( N, 4); int ic=0; 
 Matrix Edgec2 = matrix( N, 4); ic2=0; 
 Matrix Poly = matrix( Mmax+1, 3); 
 Matrix PolyN = matrix( Mmax+1, 3); 
 double New[3]; 
 int j, k; 
 double K, Kp, R, RR, R4; 
 double dx, dy, dz, Phi, Theta, deltaE, W, acceptance, v, stdv, 
stdR, stdRR; 
 
//Generate the initial close-packing configuration 
 initialcon(Q, N, theta); 
       /*count the particles in the steric edge*/ 
 i2= edge(Q, Edge, N, i2, theta);  
       /*count the particles in the contact edge*/ 
 ic= edge(Q, Edgec, N, ic, lamda);  
 
 K=0; Kp=0; P=0; RR=0; R4=0; alpha= length*sin(PI-angle);  
       beta= length*cos(PI-angle); 
       sigma= floor(360/(180-Angle))-1; gama= 1/exp(en); 
 
//Main cycle to generate statistical ensemble of protein configurations 
 while (Kp< KMAX) 
  { //random change of protein configuration. 
    I=1;  
    while (I==1) 
     { 
   /*randomly select a particle*/ 
                     i= floor(N*mt.rand53()); 
   Contact = 0; 
   contact(Q, Edgec, N, i, ic, lamda); 
 
                     /*attempt to move the selected particle randomly*/ 
                     Theta= 2*PI*mt.rand53();  
                     Phi= PI*mt.rand53(); 
                     dx=step*sin(Phi)*cos(Theta); 
                     dy=step*sin(Phi)*sin(Theta);; 
                     dz=step*cos(Phi); 
  
   New[0]= Q[i][0]+ dx; 
   New[1]= Q[i][1]+ dy; 
   New[2]= Q[i][2]+ dz; 
 
                     /*restrict the destination within the cube*/ 
   for (k = 0; k < 3; k++) { 
    if (New[k]>1) New[k]--; 
    else if (New[k]<0) New[k]++; 



266 
 

   } 
   K++; 
    
   //Check whether the new configuration is accepted or 
not 
   i3=i2; ic2=ic; 
                     /*temporarily store Edge in Edge2*/ 
   for (j = 0; j < i3; j++) { 
      Edge2[j][0]=Edge[j][0]; 
      Edge2[j][1]=Edge[j][1]; 
      Edge2[j][2]=Edge[j][2]; 
      Edge2[j][3]=Edge[j][3]; 
   } 
                     /*temporarily store Edgec in Edgec2*/ 
   for (j = 0; j < ic2; j++) { 
      Edgec2[j][0]=Edgec[j][0]; 
      Edgec2[j][1]=Edgec[j][1]; 
      Edgec2[j][2]=Edgec[j][2]; 
      Edgec2[j][3]=Edgec[j][3]; 
   } 
   newpostion (Q,i,N,Edge2,Edgec2,New,theta,lamda); 
    } 
     
 
    /*calculate the No. of contacts if move to the new 
position*/ 
    Contact2=0; 
    contact2(New, Q, Edgec2, N, i, ic, lamda); 
    /*Calculate the energy change due to move ith particles, 
    and decide whether to accept the movement of ith 
particle*/ 
    deltaE= energy*(Contact2- Contact); 
    W= mt.rand53();  
    if ( exp(deltaE)>=W) { 
                      /*move particle*/ 
    Q[i][0]=New[0]; Q[i][1]=New[1]; Q[i][2]=New[2];  
                      /*renew Edge*/ 
    for (j = 0; j < i3; j++) { 
      Edge[j][0]=Edge2[j][0]; 
      Edge[j][1]=Edge2[j][1]; 
      Edge[j][2]=Edge2[j][2]; 
      Edge[j][3]=Edge2[j][3]; 
    } 
    i2=i3; 
                      /*renew Edge2*/ 
    for (j = 0; j < ic2; j++) { 
      Edgec[j][0]=Edgec2[j][0]; 
      Edgec[j][1]=Edgec2[j][1]; 
      Edgec[j][2]=Edgec2[j][2]; 
      Edgec[j][3]=Edgec2[j][3]; 
    } 
    ic=ic2; 
    } 
 
 
    //Generate a polymer chain after equilibrium being 
reached 
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    if (K > K0) { 
       Kp++; 
       polymer(Mmax, length, angle, Poly, PolyN, Q, N, theta, 
mt); 
       RR=RR+rr; R4=R4+square(rr); 
       unsigned long int fla= (unsigned long int)Kp; 
                   /*cycle counter, and result monitor*/ 
       if (fla%5000==0) printf("Kp= %lf; P/Kp= %lf; 
Contact= %d;  
                                        Contact2= %d\n", 
Kp,P/Kp,Contact,Contact2); 
                  if (fla%1000000==0) fprintf(fid,"Kp= %lf; P/Kp= %lf; 
Contact= %d;   
                                            Rg= %lf \n",Kp,P/Kp,Contact2, 
sqrt(rr)); 
    } 
  } 
 
 //Calculate free-volume and the average gyration radius of 
polymer chain 
 acceptance=Kp/(K-K0); 
 v=P/Kp; 
       stdv= sqrt(v*(1-v)/Kp); 
 RR= RR/P; 
       stdRR= sqrt((R4/P-square((RR/P)))/P); 
       R= sqrt(RR); 
       stdR= stdRR/2/R; 
 /*print out conditions and results in the file*/ 
 fprintf(fid,"Number of particals, N= %d. \n",N); 
 fprintf(fid,"volume fraction, phi= %lf. \n",PHI); 
 fprintf(fid,"diameter of particle, theta= %lf. \n",theta); 
 fprintf(fid,"normalized range of attraction, lamda= %lf. 
\n",lamda/theta); 
 fprintf(fid,"reduced depth of attraction, e/kT= %lf. \n",energy); 
 fprintf(fid,"Normalized bond length of Polymer length= %lf*theta. 
\n",  
               Length); 
       fprintf(fid,"Bond Angle = %lf degree. \n",Angle); 
       fprintf(fid,"Number of segments of polymer chain, M= %d. 
\n",Mmax); 
       fprintf(fid,"Atomic excluded radii= %lf. \n", c); 
       fprintf(fid,"Temperature= %f K. \n", T); 
       fprintf(fid,"Effective trans-Gauche energy = %lf cal/mol. \n", 
En);   
 fprintf(fid,"K0 %lf ; Kmax %lf ; \n",K0,KMAX); 
 fprintf(fid,"Kp %lf ; P %lf ; acceptance %lf. 
\n",Kp,P,acceptance); 
 fprintf(fid,"Free volume for polymer is %lf, error(3stdv)= %lf. 
\n",v,  
               3*stdv); 
 fprintf(fid,"mean radius of gyration of polymer is %lf, 
error(3stdR)= %lf.  
                \n \n",R, 3*stdR); 
 fprintf(fid,"last configuration of colloidal particles \n"); 
 PrintMatrix(Q, N, 3 , fid); 
 fprintf(fid,"\n\n last configuration of polymer random coil \n"); 
 PrintMatrix(Poly, Mmax+1, 3 , fid); 
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 fclose(fid); 
    return 0; 
} 
//--------------------------------------------------------------------- 

 

2. Subfunction “matrix.cpp” 

This subfunction is used for allocating addresses for a matrix 
 
//--------------------------------------------------------------------- 
#include "defines.h" 
 
#include "matrix.h" 
 
Matrix matrix(int n,int m)  
{ 
  void freematrix(Matrix q, int n); 
  Matrix q; 
  int i; 
  q=(double**) malloc(n*sizeof(double*)); 
  if (q==NULL) 
   return NULL; 
  for (i=0; i < n; i++) { 
   q[i]=(double*) malloc(m*sizeof(double)); 
   if (q[i]== NULL) { 
    freematrix(q,i);/*avoid garbage*/ 
    return NULL; 
   } 
  } 
  return q; 
} 
 
void freematrix(Matrix q, int n)/*Free the memory if it is full*/ 
{ 
  int i; 
  for (i = 0; i < n; i++)free (q[i]); 
  free (q); 
} 
//--------------------------------------------------------------------- 

 

3. Subfunction “edge.cpp” 

This subfunction is used for labeling the spheres in the edge of the box, where the 

periodic condition is applied. 

//--------------------------------------------------------------------- 
#include "defines.h" 
#include "edge.h" 
 
int edge(Matrix q, Matrix p, int n, int m, double l) 
 {  /*Count the particles in the edge of the box with thickness l*/ 
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    int i,k; 
 for (i = 0; i < n; i++) { 
  for (k = 0; k < 3; k++) { 
   if (q[i][k]<l||q[i][k]>(1-l)) { 
    p[m][0]=q[i][0]; 
    p[m][1]=q[i][1]; 
    p[m][2]=q[i][2]; 
    p[m][3]=i; 
    m++; 
   } 
   break; 
  } 
 } 
 return m; 
  } 
//--------------------------------------------------------------------- 
 

4. Subfunction “PrintMatrix.cpp” 

This subfunction is used for saving a matrix to a text file. 

//--------------------------------------------------------------------- 
#include "defines.h" 
#include "PrintMatrix.h" 
 
void PrintMatrix(Matrix q, int n, int m , FILE* fid ) 
{    int i,j; 
     for (i = 0; i < n; i++){ 
  fprintf(fid,"\n"); 
  for (j = 0; j < m; j++) 
  fprintf(fid," %lf  ", q[i][j]); 
     } 
} 

//--------------------------------------------------------------------- 
 

5. Subfunction “initialcon.cpp” 

This subfunction is used for assigning the close-packing initial configuration for N 

spheres in the unit cube. 

//--------------------------------------------------------------------- 
#include "defines.h" 
#include "initialcon.h" 
 
void initialcon(Matrix q, int n, double l) 
{ 
 double a, k1, k2, k3, Rsqu; 
 int i, j; 
 i=0; a= pow(4.0/n,1.0/3.0); 
 for (k1 = 0; k1 < 1; k1+=a) { 
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  for (k2 = 0; k2 < 1; k2+=a) { 
   for (k3 = 0; k3 < 1; k3+=a){ 
     q[i][0]=k1; q[i][1]=k2; q[i][2]=k3; 
     i++;      
   }    
  }   
 } 
 for (k1 = a/2; k1 < 1; k1+=a) { 
  for (k2 = a/2; k2 < 1; k2+=a) { 
   for (k3 = 0; k3 < 1; k3+=a){ 
     q[i][0]=k1; q[i][1]=k2; q[i][2]=k3; 
     i++;     
   }    
  }   
 }  
      for (k1 = a/2; k1 < 1; k1+=a) { 
  for (k2 = 0; k2 < 1; k2+=a) { 
   for (k3 = a/2; k3 < 1; k3+=a){ 
     q[i][0]=k1; q[i][1]=k2; q[i][2]=k3; 
     i++;     
   }    
  }   
 }  
      for (k1 = 0; k1 < 1; k1+=a) { 
  for (k2 = a/2; k2 < 1; k2+=a) { 
   for (k3 = a/2; k3 < 1; k3+=a){ 
     q[i][0]=k1; q[i][1]=k2; q[i][2]=k3; 
     i++;     
   }    
  }   
 } 
 /*check whether there is overlap*/ 
 for (i = 0; i < (n-1); i++) { 
   for (j =(i+1); j < n; j++) { 
   Rsqu= dist(q,q,i,j); 
   if (Rsqu <= square(l)){ 
    perror("Large n lea ds to overlap betwe en particles"); 
   exit(1);} 
   } 
 } 
 } 
 //--------------------------------------------------------------------- 
 
 

6. Subfunction “newposition.cpp” 

This subfunction is used for moving the sphere by Metropolis equilibration algorithm. 

//--------------------------------------------------------------------- 
#include "defines.h" 
#include "newposition.h" 
 
void newpostion (Matrix q, int i, int n, Matrix p2, Matrix pc2, double*  
                 ne, double lt, double la) 
{ 
     extern int i3, ic2, I;      
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     int j,h,k,k2; double Rsqu; 
 
     /*check overlap between particles in the box*/ 
     for ( j=0; j< n; j++){ 
    if (j==i) continue; 
         Rsqu=square((ne[0]-q[j][0]))+square((ne[1]-q[j][1]))+  
              square((ne[2]-q[j][2])); 
    if (Rsqu< square(lt)) return; 
     } 
 
     /*update matrix of sphere in the edge*/ 
     /*check whether the old position in the edge*/ 
     for (j = 0; j < i3; j++) { 
        /*if the selected particle in the edge2, remove it from the p2  
          matrix*/ 
   if ((int)p2[j][3]==i) {       
            for (h = j; h < (i3-1); h++) { 
    p2[h][0]=p2[h+1][0]; 
    p2[h][1]=p2[h+1][1]; 
    p2[h][2]=p2[h+1][2]; 
    p2[h][3]=p2[h+1][3]; 
  } 
       i3--; 
       break; 
   } 
     } 
     /*check whether the new position in the edge*/ 
     /*if the new position in the edge2, add it in the end of the p2  
       matrix */ 
     if (ne[0]<lt||ne[0]>(1-lt)||ne[1]<lt||ne[1]>(1-lt)||ne[2]<lt  
         ||ne[2]>(1-lt)) {  
    p2[i3][0]=ne[0]; 
    p2[i3][1]=ne[1]; 
    p2[i3][2]=ne[2]; 
    p2[i3][3]=i; 
    i3++;} 
     else {I=0; return;} 
   
     /*Check overlap in the edge under periodic boundary condition*/ 
     for (j = 0; j < (i3-1); j++) { 
   Rsqu=square((ne[0]-p2[j][0]))+square((ne[1]-p2[j][1]))  
             +square((ne[2]-p2[j][2])); 
        /*6 neighbors on the faces*/ 
   for (k = 0; k < 3; k++) { 
       if ((Rsqu+2*(ne[k]-p2[j][k])+1)<square(lt)||(Rsqu-2*(ne[k]- 
                 p2[j][k])+1)<square(lt)) 
       return; 
        /*12 neighbors on the sides*/ 
   for (k2 = 1; k2 < 3; k2++) { 
     if(k2<=k) continue; 
     if((Rsqu+2*(ne[k]-p2[j][k])+2*(ne[k2]-p2[j][k2])+2)<square(lt)  
           ||(Rsqu-2*(ne[k]-p2[j][k])-2*(ne[k2]-p2[j][k2])+2)<square(lt)  
           ||(Rsqu+2*(ne[k]-p2[j][k])-2*(ne[k2]-p2[j][k2])+2)<square(lt)  
           ||(Rsqu-2*(ne[k]-p2[j][k])+2*(ne[k2]-p2[j][k2])+2)<square(lt) 
            ) return; 
   } 
  } 
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       /* 8 neighbors at the corners*/ 
       if ((Rsqu+2*(ne[0]-p2[j][0])+2*(ne[1]-p2[j][1])+2*(ne[2]- 
            p2[j][2])+3)<square(lt)|| 
       (Rsqu-2*(ne[0]-p2[j][0])-2*(ne[1]-p2[j][1])+2*(ne[2]- 
            p2[j][2])+3)<square(lt)|| 
       (Rsqu+2*(ne[0]-p2[j][0])-2*(ne[1]-p2[j][1])+2*(ne[2]- 
            p2[j][2])+3)<square(lt)|| 
       (Rsqu-2*(ne[0]-p2[j][0])+2*(ne[1]-p2[j][1])+2*(ne[2]- 
            p2[j][2])+3)<square(lt)|| 
       (Rsqu+2*(ne[0]-p2[j][0])+2*(ne[1]-p2[j][1])-2*(ne[2]- 
            p2[j][2])+3)<square(lt)|| 
       (Rsqu-2*(ne[0]-p2[j][0])-2*(ne[1]-p2[j][1])-2*(ne[2]- 
            p2[j][2])+3)<square(lt)|| 
       (Rsqu+2*(ne[0]-p2[j][0])-2*(ne[1]-p2[j][1])-2*(ne[2]- 
            p2[j][2])+3)<square(lt)|| 
       (Rsqu-2*(ne[0]-p2[j][0])+2*(ne[1]-p2[j][1])-2*(ne[2]- 
            p2[j][2])+3)<square(lt)) 
       return; 
     } 
     I=0;  
 
     /*no overlap for moving the sphere*/ 
      /*renew the matrix pc2*/ 
      for (j = 0; j < ic2; j++) { 
   if ((int)pc2[j][3]==i) { 
      for (h = j; h < (ic2-1); h++) { 
        pc2[h][0]=pc2[h+1][0]; 
   pc2[h][1]=pc2[h+1][1]; 
   pc2[h][2]=pc2[h+1][2]; 
   pc2[h][3]=pc2[h+1][3]; 
      } 
      ic2--; break; 
   } 
 } 
      if (ne[0]<la||ne[0]>(1-la)||ne[1]<la||ne[1]>(1-la)||ne[2]<la  
          ||ne[2]>(1-la)) { 
     pc2[ic2][0]=ne[0]; 
     pc2[ic2][1]=ne[1]; 
     pc2[ic2][2]=ne[2]; 
     pc2[ic2][3]=i; 
     ic2++; 
      } 
} 
//--------------------------------------------------------------------- 
 
 

7. Subfunction “contact.cpp” 

This subfunction is used for calculating the number of contacts made by the selected 

sphere. 

//--------------------------------------------------------------------- 
#include "defines.h" 
#include "contact.h" 
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void contact(Matrix q, Matrix p, int n, int i, int m, double l) 
    { 
     extern int Contact; 
     int j, h, k, k2; double Rsqu; 
 
     /*contacts made by the selected sphere inside the box.*/ 
     for (j = 0; j < n; j++) { 
  if (j==i) continue; 
  Rsqu= dist(q,q,i,j); 
  if (Rsqu<square(l)) Contact++; 
     } 
 
     /*check if the selected particle in the edge*/ 
     for (h = 0; h < m; h++) { 
     /*if it is in the edge, calculate the contacts made by the   
      selected sphere in the edge under periodic boundary condition.*/ 
  if ((int)p[h][3]==i) {    
     for (j = 0; j < m; j++) { 
  if ((int)p[j][3]==i) continue; 
  Rsqu= dist(q,p,i,j);             
  for (k = 0; k < 3; k++) { 
                /*6 neighbors on the faces*/ 
      if (Rsqu+2*(q[i][k]-p[j][k])+1<square(l)|| 
     Rsqu-2*(q[i][k]-p[j][k])+1<square(l)) 
     Contact++; 
                /*12 neighbors on the sides*/ 
      for (k2 = 1; k2 < 3; k2++) { 
      if (k2<=k) continue; 
      if ((Rsqu+2*(q[i][k]-p[j][k])+2*(q[i][k2]- 
                          p[j][k2])+2) <square(l)|| 
          (Rsqu-2*(q[i][k]-p[j][k])-2*(q[i][k2]- 
                          p[j][k2])+2) <square(l)|| 
          (Rsqu+2*(q[i][k]-p[j][k])-2*(q[i][k2]- 
                          p[j][k2])+2)<square(l)|| 
          (Rsqu-2*(q[i][k]-p[j][k])+2*(q[i][k2]- 
                          p[j][k2])+2)<square(l)) 
           Contact++; 
      } 
  } 
       /*8 neighbors at the corners*/ 
       if ((Rsqu+2*( q[i][0]-p[j][0])+2*(q[i][1]-p[j][1])+2*(q[i][2]  
                 -p[j][2])+3)<square(l)|| 
      (Rsqu-2*(q[i][0]-p[j][0])-2*(q[i][1]-p[j][1])+2*(q[i][2]  
                 -p[j][2])+3)<square(l)|| 
      (Rsqu+2*(q[i][0]-p[j][0])-2*(q[i][1]-p[j][1])+2*(q[i][2]  
                 -p[j][2])+3)<square(l)|| 
      (Rsqu-2*(q[i][0]-p[j][0])+2*(q[i][1]-p[j][1])+2*(q[i][2]  
                 -p[j][2])+3)<square(l)|| 
       Rsqu+2*(q[i][0]-p[j][0])+2*(q[i][1]-p[j][1])-2*(q[i][2]  
                 -p[j][2])+3)<square(l)|| 
      (Rsqu-2*(q[i][0]-p[j][0])-2*(q[i][1]-p[j][1])-2*(q[i][2]  
                 -p[j][2])+3)<square(l)|| 
      (Rsqu+2*(q[i][0]-p[j][0])-2*(q[i][1]-p[j][1])-2*(q[i][2]  
                 -p[j][2])+3)<square(l)|| 
      (Rsqu-2*(q[i][0]-p[j][0])+2*(q[i][1]-p[j][1])-2*(q[i][2]  
                 -p[j][2])+3)<square(l)) 
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      Contact++; 
      } 
  } 
      break; 
     } 
  } 
//--------------------------------------------------------------------- 
 

8. Subfunction “contact2.cpp” 

This subfunction is used for calculating the number of contacts made by the new position. 

//--------------------------------------------------------------------- 
#include "defines.h" 
#include "contact2.h" 
 
void contact2(double* o, Matrix q, Matrix p, int n, int i, int m,  
              double l) 
{ 
     extern int Contact2; 
     int j, k, k2; double Rsqu; 
 
     /*contacts made by the new position inside the box.*/ 
     for (j = 0; j < n; j++) { 
  if (j==i) continue; 
  Rsqu= square((o[0]-q[j][0]))+ square((o[1]-q[j][1]))+  
             square((o[2]-q[j][2])); 
  if (Rsqu<square(l)) Contact2++; 
     } 
 
     /*check if the new position in the edge*/ 
     if ( m>0 && (int)p[m-1][3]==i) { 
     /*if it is in the edge, calculate the contacts made by the   
      new position in the edge under periodic boundary condition.*/ 
        for (j = 0; j < m; j++) { 
     if ((int)p[j][3]==i) continue; 
     Rsqu= square((o[0]-p[j][0]))+ square((o[1]-p[j][1]))+  
                square((o[2]-p[j][2])); 
          /*6 neighbors on the faces*/ 
     for (k = 0; k < 3; k++) { 
         if (Rsqu+2*(o[k]-p[j][k])+1<square(l)||Rsqu-2*(o[k]- 
                  p[j][k])+1<square(l)) 
       Contact2++; 
          /*12 neighbors on the sides*/ 
     for (k2 = 1; k2 < 3; k2++) { 
   if  (k2<=k) continue; 
    if ((Rsqu+2*(o[k]-p[j][k])+2*(o[k2]-p[j][k2])+2)<square(l)                    
                ||(Rsqu-2*(o[k]-p[j][k])-2*(o[k2]-p[j][k2])+2)<square(l)  
                ||(Rsqu+2*(o[k]-p[j][k])-2*(o[k2]-p[j][k2])+2)<square(l)  
               ||(Rsqu-2*(o[k]-p[j][k])+2*(o[k2]-p[j][k2])+2)<square(l)) 
       Contact2++; 
          } 
   } 
   /*8 neighbors at the corners*/ 
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   if ((Rsqu+2*(o[0]-p[j][0])+2*(o[1]-p[j][1])+2*(o[2]-p[j][2])+3)  
             <square(l)|| 
       (Rsqu-2*(o[0]-p[j][0])-2*(o[1]-p[j][1])+2*(o[2]-p[j][2])+3)  
             <square(l)|| 
       (Rsqu+2*(o[0]-p[j][0])-2*(o[1]-p[j][1])+2*(o[2]-p[j][2])+3)    
             <square(l)|| 
       (Rsqu-2*(o[0]-p[j][0])+2*(o[1]-p[j][1])+2*(o[2]-p[j][2])+3) 
             <square(l)|| 
       (Rsqu+2*(o[0]-p[j][0])+2*(o[1]-p[j][1])-2*(o[2]-p[j][2])+3) 
             <square(l)|| 
       (Rsqu-2*(o[0]-p[j][0])-2*(o[1]-p[j][1])-2*(o[2]-p[j][2])+3) 
             <square(l)|| 
       (Rsqu+2*(o[0]-p[j][0])-2*(o[1]-p[j][1])-2*(o[2]-p[j][2])+3)  
             <square(l)|| 
            (Rsqu-2*(o[0]-p[j][0])+2*(o[1]-p[j][1])-2*(o[2]-p[j][2])+3) 
             <square(l))   
        Contact2++; 
 } 
    } 
} 
//--------------------------------------------------------------------- 
 
 

9. Subfunction “polymer.cpp” 

This subfunction is used for generating a polymer chain. 

//--------------------------------------------------------------------- 
#include "defines.h" 
#include "polymer.h" 
 
void polymer(int Max, double a, double b , Matrix o, Matrix oo, Matrix q, 
int n, double l, MTRand mt) 
{ 
   extern double P, rr, alpha, beta, c, gama;  
   extern int sigma; 
 
   int j, k, M, m, w, Sign; double Rsqu, x, y, z, dx, dy, dz, Theta, 
Phi, av, avv, zeta, delta, Theta2, check; 
       rr= 0;check=1;  
 
   while (check==1) 
   {   check=0;  
       M= 0;  
       /*generation of a terminal of polymer chain*/ 
       o[0][0]= mt.rand53(); o[0][1]= mt.rand53(); o[0][2]= mt.rand53();  
       M++; 
 
       /*generation of the second point of polymer*/ 
  
       Theta= 2*PI*mt.rand53(); Phi= PI*mt.rand53(); 
       dx=a*sin(Phi)*cos(Theta);//changes in 3 directions 
       dy=a*sin(Phi)*sin(Theta); 
       dz=a*cos(Phi); 
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       o[1][0]= o[0][0]+dx; 
       o[1][1]= o[0][1]+dy; 
       o[1][2]= o[0][2]+dz; 
       M++; 
 
      /*generation of the third point*/ 
  /*coordinates in the local coordinate system*/ 
  delta= 2*PI*mt.rand53(); 
  x= alpha*cos(delta); 
  y= alpha*sin(delta); 
  z= beta; 
  /*convert the local coordinates to universal coordinates*/ 
                Theta= atan(dy/dx)+PI*(dx<0); 
  Phi= acos(dz/a); 
  dx = cos(Phi)*cos(Theta)*x -sin(Theta)*y 
+sin(Phi)*cos(Theta)*z; 
  dy = cos(Phi)*sin(Theta)*x +cos(Theta)*y 
+sin(Phi)*sin(Theta)*z; 
  dz = -sin(Phi)*x +cos(Phi)*z; 
 
  o[M][0]= dx + o[M-1][0]; 
  o[M][1]= dy + o[M-1][1]; 
  o[M][2]= dz + o[M-1][2]; 
  M++; 
 
        /*generation of the other succesive points of polymer chain*/ 
        while (M<= Max) { 
                /*coordinates in the local coordinate system*/ 
  Theta= atan(dy/dx)+PI*(dx<0); 
  Phi= acos(dz/a); 
  x= cos(Phi)*cos(Theta)*(o[M-3][0] -o[M-2][0]) 
+cos(Phi)*sin(Theta)*(o[M-3][1] -o[M-2][1]) -sin(Phi)*(o[M-3][2] -o[M-
2][2]); 
  y= -sin(Theta)*(o[M-3][0] -o[M-2][0]) + cos(Theta)*(o[M-3][1] 
-o[M-2][1]); 
  z= cos(Theta)*sin(Phi)*(o[M-3][0] -o[M-2][0]) 
+sin(Theta)*sin(Phi)*(o[M-3][1] -o[M-2][1]) +cos(Phi)*(o[M-3][2] -o[M-
2][2]); 
  Theta2= atan(y/x)+PI*(x<0);//theta angle of second last 
bond 
  zeta= mt.rand53(); 
  if (zeta< 1/(1+gama) ) delta= PI*(1+gama) *zeta+ Theta2+ PI/2;  
  else delta= PI*((1+gama)*zeta-1+gama)/gama+ Theta2+ PI/2; 
  x= alpha*cos(delta); 
  y= alpha*sin(delta); 
  z= beta; 
  /*convert the local coordinates to universal coordinates*/ 
  dx = cos(Phi)*cos(Theta)*x -sin(Theta)*y 
+sin(Phi)*cos(Theta)*z; 
  dy = cos(Phi)*sin(Theta)*x +cos(Theta)*y 
+sin(Phi)*sin(Theta)*z; 
  dz = -sin(Phi)*x +cos(Phi)*z; 
 
  o[M][0]= dx + o[M-1][0]; 
  o[M][1]= dy + o[M-1][1]; 
  o[M][2]= dz + o[M-1][2]; 
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  /*Check whether the point is exclued by the preceding 
points*/ 
                for (j= 0; j<= (M-sigma); j++) { 
                    Rsqu=square((o[M][0]-o[j][0]))+ square((o[M][1]-
o[j][1]))+ square((o[M][2]-o[j][2])); 
                 if (Rsqu<=square((2*c))) {check=1; break;}; 
                    } 
   if (check==1) break;//if the last point is steric rejected 
generate another Polymer 
  M++;         
        }      
   }  
   M--; 
 
   /*check whether the polymer configuration is sterically allowed in 
the presence of spheres*/ 
   for (m = 0; m <= M; m++){ 
       /*In the box*/ 
       for (j = 0; j < n; j++) { 
    Rsqu=square((o[m][0]-q[j][0]))+ square((o[m][1]-q[j][1]))+ 
square((o[m][2]-q[j][2])); 
    if (Rsqu<square((l/2))) return; 
   } 
       /*Under periodic condition*/ 
       for (k= 0; k < 3; k++) { 
    oo[m][k]=o[m][k]; w=0; 
    if (o[m][k]<l/2) {oo[m][k]=o[m][k]+1; w=1;} 
    else if (o[m][k]>1-l/2) {oo[m][k]=o[m][k]-1; w=1;} 
   } 
       if (w==1) { 
   for (j = 0; j < n; j++) { 
    Rsqu=square((oo[m][0]-q[j][0]))+ square((oo[m][1]-q[j][1]))+ 
square((oo[m][2]-q[j][2])); 
       if (Rsqu<square((l/2))) return;                 
       } 
   } 
   } 
 
  /*Accumulation of gyration radius of the polymer*/ 
       for (k = 0; k < 3; k++) { 
           av= 0; avv=0; 
           for (j= 0; j<= M; j++) { 
        avv= avv+ square((o[j][k])); 
               av= av+ o[j][k]; 
           } 
    rr= rr+ avv/(M+1)- square((av/(M+1))); 
       } 
       P++; 
} 
//--------------------------------------------------------------------- 
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10. Head file “defines.h” 

//--------------------------------------------------------------------- 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
#include <fcntl.h> 
#include "MersenneTwister.h" 
#define PI 3.14159265358979 
#define square(x) (x*x) 
#define dist(A,B,i,j) (square((A[i][0]-B[j][0]))+square((A[i][1]-
B[j][1]))+square((A[i][2]-B[j][2]))) 
typedef double** Matrix; /*hide the int** data type*/ 

//--------------------------------------------------------------------- 
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Appendix I Data 

In this appendix we report the results of Monte Carlo simulations. 

 

Table 1. The free-volume fraction, α, for a AO-sphere in the presence of hard-spheres at 

different volume fraction of hard-sphere, φ, and ratio of AO-sphere radius and hard-

sphere radius. 

 

 

 

 

 q = 0 q = 0.15 

φ α error α error 

0.05 0.95000 0.00002 0.92401 0.00003 
0.15 0.85005 0.00004 0.77267 0.00004 
0.30 0.70005 0.00005 0.54858 0.00005 
0.40 0.60008 0.00005 0.40361 0.00005 
0.45 0.55008 

 
0.33345 0.00005 

 q = 0.25 q = 0.50 

φ α error α error 

0.05 0.90268 0.00003 0.83485 0.00004 
0.15 0.71101 0.00005 0.53259 0.00005 
0.30 0.43764 0.00005 0.18913 0.00004 
0.40 0.27390 0.00005 0.05996 0.00002 
0.45 0.20147 0.00004 0.02626 0.00002 

 q = 1  

φ α error   

0.05 0.64329 0.00005 
 

 
0.15 0.19255 0.00004 

 
 

0.30 0.00730 0.00001 
 

 
0.40 0.00010 0.00000 

 
 

0.45 0.00000 0.00000 
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Table 2. The gyration radius, Rg, and free volume fraction, α, of a segment chain at 

different ratio of segment length to radius of hard-sphere.  

 

 

 

 

 

l / R= 0.028519 

φ Rg/R error α error 

0.01 0.23505 0.00004 0.98216 0.00001 
0.02 0.23499 0.00003 0.96461 0.00002 
0.03 0.23491 0.00005 0.94720 0.00002 
0.05 0.23466 0.00004 0.91268 0.00003 

l / R= 0.067704 

φ Rg/R error α error 

0.01 0.55776 0.00011 0.96822 0.00002 
0.02 0.55698 0.00009 0.93723 0.00002 
0.03 0.55629 0.00010 0.90685 0.00003 
0.05 0.55507 0.00011 0.84766 0.00004 

l / R= 0.121867 

φ Rg/R error α error 

0.01 1.00277 0.00019 0.94422 0.00002 
0.02 1.00068 0.00018 0.89139 0.00003 
0.03 0.99879 0.00018 0.84075 0.00004 
0.05 0.99453 0.00020 0.74579 0.00004 

l / R= 0.182800 

φ Rg/R error α error 

0.01 1.50262 0.00026 0.91287 0.00003 
0.02 1.49834 0.00027 0.83339 0.00004 
0.03 1.49411 0.00029 0.76021 0.00004 
0.05 1.48554 0.00033 0.63015 0.00005 
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Table 3. The gyration radius, Rg, and free volume fraction, α, of a fixed-angle segment 

chain at different ratio of segment length to radius of hard-sphere.  

 

Fixed-angle 30° 

 

 

 

 

l / R= 0.087995 

φ Rg/R error α error 

0.01 0.21324 0.00000 0.98136 0.00001 
0.02 0.21317 0.00000 0.96295 0.00002 
0.03 0.21309 0.00000 0.94470 0.00002 
0.05 0.21294 0.00002 0.90867 0.00003 

l / R=  0.246385 

φ Rg/R error α error 

0.01 0.59667 0.00004 0.95840 0.00002 
0.02 0.59588 0.00003 0.91833 0.00003 
0.03 0.59518 0.00003 0.87923 0.00003 
0.05 0.59392 0.00004 0.80404 0.00004 

l / R=  0.439973 

φ Rg/R error α error 

0.01 1.06390 0.00007 0.91845 0.00003 
0.02 1.06141 0.00006 0.84331 0.00004 
0.03 1.05884 0.00008 0.77328 0.00000 
0.05 1.05371 0.00007 0.64727 0.00005 

l / R=  0.659959 

φ Rg/R error α error 

0.01 1.59293 0.00011 0.85979 0.00004 
0.02 1.58629 0.00009 0.74009 0.00004 
0.03 1.58054 0.00010 0.63646 0.00005 
0.05 1.56929 0.00013 0.46868 0.00005 
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Fixed-angle 60° 

 

 

l / R=  0.879945 

φ Rg/R error α error 

0.01 2.11949 0.00011 0.79188 0.00004 
0.02 2.10850 0.00015 0.63061 0.00005 
0.03 2.09847 0.00016 0.50323 0.00005 
0.05 2.08344 0.00020 0.32278 0.00005 

l / R=  1.099932 

φ Rg/R error α error 

0.01 2.64617 0.00019 0.72183 0.00005 
0.02 2.63059 0.00021 0.52882 0.00005 
0.03 2.61847 0.00023 0.39143 0.00005 
0.05 2.60644 0.00031 0.22213 0.00004 

l / R=  0.041940 

φ Rg/R error α error 

0.01 0.20348 0.00000 0.98240 0.00001 
0.02 0.20340 0.00000 0.96504 0.00002 
0.03 0.20334 0.00000 0.94784 0.00002 
0.05 0.20320 0.00002 0.91378 0.00003 

l / R=   0.117432 

φ Rg/R error α error 

0.01 0.56936 0.00004 0.96347 0.00002 
0.02 0.56859 0.00003 0.92807 0.00003 
0.03 0.56797 0.00003 0.89349 0.00003 
0.05 0.56671 0.00004 0.82654 0.00004 
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l / R= 0.209700 

φ Rg/R error α error 

0.01 1.01549 0.00007 0.93232 0.00003 
0.02 1.01301 0.00006 0.86914 0.00003 
0.03 1.01083 0.00005 0.80944 0.00004 
0.05 1.00683 0.00007 0.69945 0.00005 

l / R= 0.314549 

φ Rg/R error α error 

0.01 1.52103 0.00007 0.88853 0.00003 
0.02 1.51600 0.00009 0.79012 0.00004 
0.03 1.51107 0.00010 0.70205 0.00005 
0.05 1.50201 0.00011 0.55203 0.00005 

l / R= 0.419399 

φ Rg/R error α error 

0.01 2.02540 0.00011 0.83839 0.00004 
0.02 2.01707 0.00015 0.70530 0.00005 
0.03 2.00955 0.00008 0.59386 0.00005 
0.05 1.99724 0.00018 0.42148 0.00005 

l / R=  0.524249 

φ Rg/R error α error 

0.01 2.52955 0.00015 0.78500 0.00004 
0.02 2.51805 0.00018 0.62169 0.00005 
0.03 2.50883 0.00021 0.49467 0.00005 
0.05 2.49698 0.00024 0.31784 0.00005 



284 
 

Fixed-angle 90° 

 

 

 

 

 

 

 

l / R= 0.024373 

φ Rg/R error α error 

0.01 0.20094 0.00000 0.98294 0.00001 
0.02 0.20084 0.00000 0.96609 0.00002 
0.03 0.20082 0.00000 0.94933 0.00002 
0.05 0.20071 0.00002 0.91617 0.00003 

l / R= 0.068245 

φ Rg/R error α error 

0.01 0.56210 0.00004 0.96577 0.00002 
0.02 0.56164 0.00003 0.93259 0.00003 
0.03 0.56102 0.00003 0.90008 0.00003 
0.05 0.55979 0.00004 0.83705 0.00004 

l / R= 0.121867 

φ Rg/R error α error 

0.01 1.00288 0.00007 0.93857 0.00002 
0.02 1.00089 0.00006 0.88079 0.00003 
0.03 0.99898 0.00005 0.82594 0.00004 
0.05 0.99514 0.00007 0.72397 0.00005 

l / R=  0.182800 

φ Rg/R error α error 

0.01 1.50277 0.00007 0.90132 0.00003 
0.02 1.49887 0.00009 0.81294 0.00004 
0.03 1.49434 0.00010 0.73271 0.00004 
0.05 1.48679 0.00011 0.59331 0.00005 
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Fixed-angle 109.5° 

 

 

l / R= 0.243733 

φ Rg/R error α error 

0.01 2.00228 0.00011 0.85957 0.00004 
0.02 1.99552 0.00012 0.74097 0.00004 
0.03 1.98986 0.00013 0.63908 0.00005 
0.05 1.97965 0.00015 0.47531 0.00005 

l / R= 0.304667 

φ Rg/R error α error 

0.01 2.50120 0.00015 0.81548 0.00004 
0.02 2.49308 0.00018 0.66951 0.00005 
0.03 2.48551 0.00018 0.55172 0.00005 
0.05 2.47696 0.00022 0.37744 0.00005 

l / R= 0.01729 

φ Rg/R error α error 

0.01 0.19948 0.00000 0.98323 0.00001 
0.02 0.19942 0.00000 0.96672 0.00002 
0.03 0.19937 0.00000 0.95027 0.00002 
0.05 0.19922 0.00002 0.91777 0.00003 

l / R= 0.028519 

φ Rg/R error α error 

0.01 0.32899 0.00000 0.97798 0.00002 
0.02 0.32876 0.00003 0.95636 0.00002 
0.03 0.32860 0.00003 0.93497 0.00003 
0.05 0.32824 0.00002 0.89278 0.00003 
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l / R= 0.048411 

φ Rg/R error α error 

0.01 0.55817 0.00004 0.96726 0.00002 
0.02 0.55763 0.00003 0.93536 0.00003 
0.03 0.55705 0.00003 0.90418 0.00003 
0.05 0.55590 0.00004 0.84333 0.00004 

l / R= 0.086449 

φ Rg/R error α error 

0.01 0.99588 0.00007 0.94235 0.00002 
0.02 0.99409 0.00006 0.88794 0.00003 
0.03 0.99233 0.00005 0.83606 0.00004 
0.05 0.98902 0.00007 0.73904 0.00004 

l / R=  0.129673 

φ Rg/R error α error 

0.01 1.49233 0.00007 0.90915 0.00003 
0.02 1.48913 0.00009 0.82701 0.00004 
0.03 1.48565 0.00010 0.75179 0.00004 
0.05 1.47913 0.00011 0.61943 0.00005 

l / R=  0.172898 

φ Rg/R error α error 

0.01 1.98896 0.00011 0.87254 0.00003 
0.02 1.98364 0.00012 0.76333 0.00004 
0.03 1.97852 0.00013 0.66789 0.00005 
0.05 1.97125 0.00015 0.51094 0.00005 

l / R=  0.216122 

φ Rg/R error α error 

0.01 2.48586 0.00015 0.83451 0.00004 
0.02 2.47921 0.00018 0.70055 0.00005 
0.03 2.47373 0.00018 0.58942 0.00005 
0.05 2.46681 0.00022 0.41976 0.00005 
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Fixed-angle 120° 

 

 

 

 

 

 

 

l / R= 0.014166 

φ Rg/R error α error 

0.01 0.19839 0.00000 0.98344 0.00001 
0.02 0.19832 0.00000 0.96712 0.00002 
0.03 0.19828 0.00000 0.95087 0.00002 
0.05 0.19817 0.00002 0.91879 0.00003 

l / R= 0.039664 

φ Rg/R error α error 

0.01 0.55511 0.00004 0.96813 0.00002 
0.02 0.55469 0.00003 0.93713 0.00002 
0.03 0.55401 0.00003 0.90669 0.00003 
0.05 0.55303 0.00004 0.84756 0.00004 

l / R=  0.070829 

φ Rg/R error α error 

0.01 0.99065 0.00007 0.94471 0.00002 
0.02 0.98881 0.00006 0.89243 0.00003 
0.03 0.98730 0.00005 0.80944 0.00004 
0.05 0.98423 0.00007 0.74871 0.00004 

l / R= 0.106243 

φ Rg/R error α error 

0.01 1.48496 0.00007 0.91392 0.00003 
0.02 1.48153 0.00009 0.83577 0.00004 
0.03 1.47859 0.00010 0.76379 0.00005 
0.05 1.47305 0.00011 0.63616 0.00005 
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Fixed-angle 150° 

 

 

l / R= 0.141658 

φ Rg/R error α error 

0.01 1.97886 0.00011 0.88046 0.00003 
0.02 1.97435 0.00012 0.77704 0.00004 
0.03 1.97022 0.00013 0.68592 0.00005 
0.05 1.96370 0.00015 0.53401 0.00005 

l / R=  0.177072 

φ Rg/R error α error 

0.01 2.47310 0.00015 0.84613 0.00004 
0.02 2.46778 0.00015 0.71974 0.00005 
0.03 2.46369 0.00018 0.61340 0.00005 
0.05 2.45813 0.00020 0.44750 0.00005 

l / R=  0.006767 

φ Rg/R error α error 

0.01 0.18878 0.00000 0.98447 0.00001 
0.02 0.18873 0.00000 0.96914 0.00002 
0.03 0.18871 0.00000 0.95380 0.00002 
0.05 0.18863 0.00000 0.92362 0.00003 

l / R=  0.018948 

φ Rg/R error α error 

0.01 0.52836 0.00004 0.97235 0.00002 
0.02 0.52815 0.00003 0.94538 0.00002 
0.03 0.52792 0.00003 0.91878 0.00003 
0.05 0.52733 0.00002 0.86687 0.00003 
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l / R= 0.050753 

φ Rg/R error α error 

0.01 1.41496 0.00007 0.93450 0.00003 
0.02 1.41350 0.00009 0.87376 0.00003 
0.03 1.41247 0.00008 0.81664 0.00004 
0.05 1.41056 0.00009 0.71174 0.00005 

l / R=  0.067670 

φ Rg/R error α error 

0.01 1.88631 0.00011 0.91347 0.00003 
0.02 1.88524 0.00012 0.83581 0.00004 
0.03 1.88428 0.00013 0.76478 0.00004 
0.05 1.88249 0.00013 0.63969 0.00005 

l / R=  0.084588 

φ Rg/R error α error 

0.01 2.35892 0.00015 0.89302 0.00003 
0.02 2.35771 0.00015 0.80013 0.00004 
0.03 2.35703 0.00016 0.71752 0.00005 
0.05 2.35731 0.00018 0.57792 0.00005 

l / R=   0.121867 

φ Rg/R error α error 

0.01 3.40037 0.00019 0.85143 0.00004 
0.02 3.40178 0.00021 0.73127 0.00004 
0.03 3.40436 0.00023 0.63090 0.00005 
0.05 3.41198 0.00026 0.47477 0.00005 
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Table 4. The gyration radius, Rg, normalized by the length of segment, l, for self-

avoiding chain with two parameters,𝑟̂𝑟 and 𝜖𝜖̂. Simulations have been performed on self-

avoiding chain with M segments (101, 137 and 206. The scaling exponents, a, are 

calculated from Rg’s. 

𝑟̂𝑟 = 0.00 

𝜖𝜖̂ 
 

𝑁𝑁A𝜖𝜖  
(cal/mole)  

Rg/l 
(M=101) 

Rg/l 
(M=137) 

Rg/l 
(M=206) 

a 
 

0.000 0 5.77 6.73 8.26 0.501 
0.343 200 6.38 7.45 9.16 0.506 
0.858 500 7.34 8.61 10.61 0.515 
1.373 800 8.29 9.75 12.07 0.524 
1.888 1100 9.13 10.77 13.37 0.532 
2.575 1500 10.00 11.84 14.75 0.541 
3.434 2000 10.67 12.67 15.83 0.550 
5.150 3000 11.16 13.27 16.63 0.557 
8.584 5000 11.28 13.42 16.83 0.558 

𝑟̂𝑟 = 0.10 

𝜖𝜖̂ 
 

𝑁𝑁A𝜖𝜖  
(cal/mole)  

Rg/l 
(M=101) 

Rg/l 
(M=137) 

Rg/l 
(M=206) 

a 
 

0.000 0 5.86 6.86 8.47 0.515 
0.343 200 6.44 7.55 9.32 0.516 
0.858 500 7.39 8.68 10.73 0.520 
1.373 800 8.32 9.80 12.15 0.528 
1.888 1100 9.16 10.81 13.44 0.535 
2.575 1500 10.02 11.87 14.80 0.544 
3.434 2000 10.68 12.69 15.86 0.551 
5.150 3000 11.17 13.30 16.66 0.557 
8.584 5000 11.29 13.44 16.85 0.559 

 
 

 

  
  

𝑟̂𝑟 = 0.20 

𝜖𝜖̂ 
 

𝑁𝑁A𝜖𝜖  
(cal/mole)  

Rg/l 
(M=101) 

Rg/l 
(M=137) 

Rg/l 
(M=206) 

a 
 

0.000 0 6.32 7.49 9.41 0.557 
0.343 200 6.82 8.08 10.14 0.552 
0.858 500 7.66 9.07 11.35 0.548 
1.373 800 8.52 10.09 12.62 0.547 
1.888 1100 9.30 11.04 13.81 0.551 
2.575 1500 10.12 12.04 15.09 0.556 
3.434 2000 10.76 12.83 16.11 0.562 
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5.150 3000 11.24 13.41 16.88 0.567 
8.584 5000 11.35 13.56 17.06 0.567 

𝑟̂𝑟 = 0.30 

𝜖𝜖̂ 
 

𝑁𝑁A𝜖𝜖  
(cal/mole)  

Rg/l 
(M=101) 

Rg/l 
(M=137) 

Rg/l 
(M=206) 

a 
 

0.000 0 6.95 8.32 10.59 0.588 
0.343 200 7.37 8.81 11.18 0.581 
0.858 500 8.08 9.65 12.22 0.577 
1.373 800 8.83 10.54 13.33 0.574 
1.888 1100 9.55 11.40 14.40 0.573 
2.575 1500 10.31 12.32 15.56 0.573 
3.434 2000 10.92 13.06 16.51 0.577 
5.150 3000 11.37 13.62 17.22 0.579 
8.584 5000 11.47 13.75 17.39 0.580 

 
 
 
 
 

 𝑟̂𝑟 = 0.50 

𝜖𝜖̂ 
 

𝑁𝑁A𝜖𝜖  
(cal/mole)  

Rg/l 
(M=101) 

Rg/l 
(M=137) 

Rg/l 
(M=206) 

a 
 

0.000 0 7.67 9.25 11.91 0.615 
0.343 200 8.00 9.64 12.35 0.605 
0.858 500 8.60 10.34 13.22 0.600 
1.373 800 9.25 11.10 14.15 0.594 
1.888 1100 9.87 11.85 15.09 0.591 
2.575 1500 10.56 12.69 16.14 0.590 
3.434 2000 11.12 13.37 16.99 0.591 
5.150 3000 11.54 13.89 17.68 0.595 
8.584 5000 11.65 14.01 17.85 0.595 

 
 

 

  
  

𝑟̂𝑟 = 0.15 

𝜖𝜖̂ 
 

𝑁𝑁A𝜖𝜖  
(cal/mole)  

Rg/l 
(M=101) 

Rg/l 
(M=137) 

Rg/l 
(M=206) 

a 
 

2.747 1600 10.22 12.13 15.16 0.550 
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Table 5. The gyration radius, Rg, and free volume fraction, α, of a two-parameter self-

avoiding chain at different ratio of segment length to radius of hard-sphere. The angle 

between two segments is fixed at 109.5°. The values of two parameters are chosen as 

𝑟̂𝑟 = 0.15 and 𝜖𝜖̂ = 2.747. 

 

 

 

 

 

 

l / R=  0.009800 

φ Rg/R error α error 

0.01 0.20026 0.00000 0.98403 0.00001 
0.02 0.20028 0.00000 0.96830 0.00002 
0.03 0.20020 0.00000 0.95269 0.00002 
0.05 0.20007 0.00002 0.92185 0.00003 

l / R= 0.019377 

φ Rg/R error α error 

0.01 0.39596 0.00004 0.97693 0.00002 
0.02 0.39572 0.00003 0.95432 0.00002 
0.03 0.39555 0.00003 0.93201 0.00003 
0.05 0.39512 0.00002 0.88813 0.00003 

l / R= 0.02744 

φ Rg/R error α error 

0.01 0.56053 0.00004 0.97035 0.00002 
0.02 0.56007 0.00003 0.94141 0.00002 
0.03 0.55993 0.00003 0.91303 0.00003 
0.05 0.55909 0.00004 0.85780 0.00004 
0.10 0.55701 0.00003 0.72659 0.00005 
0.20 0.55270 0.00004 0.49529 0.00005 
0.30 0.54837 0.00005 0.31058 0.00005 
0.40 0.54527 0.00008 0.17835 0.00004 
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l / R=  0.049000 

φ Rg/R error α error 

0.01 1.00056 0.00007 0.95046 0.00002 
0.02 0.99944 0.00006 0.90341 0.00003 
0.03 0.99846 0.00005 0.85822 0.00004 
0.05 0.99654 0.00007 0.77273 0.00004 

l / R=  0.073500 

φ Rg/R error α error 

0.01 1.50034 0.00007 0.92567 0.00003 
0.02 1.49896 0.00009 0.85755 0.00004 
0.03 1.49696 0.00010 0.79396 0.00004 
0.05 1.49374 0.00011 0.67914 0.00005 

l / R= 0.098000 

φ Rg/R error α error 

0.01 2.00075 0.00011 0.90000 0.00003 
0.02 1.99860 0.00012 0.81176 0.00004 
0.03 1.99647 0.00013 0.73230 0.00004 
0.05 1.99418 0.00013 0.59554 0.00005 

l / R=  0.122500 

φ Rg/R error α error 

0.01 2.50086 0.00015 0.87444 0.00003 
0.02 2.49926 0.00015 0.76803 0.00004 
0.03 2.49816 0.00016 0.67553 0.00005 
0.05 2.49772 0.00020 0.52419 0.00005 
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Table 6. The free volume fraction, α, of a AO-sphere in the presence of hard-spheres 

with square-well attractive potential. q is the ratio between AO-sphere radius and hard-

sphere radius. The reduced range of the potential well is λ and the reduced depth of the 

potential well is 𝜀𝜀̂. 

 

q =  0.25 

λ 𝜀𝜀̂ φ =  0.1 
α 

φ =  0.2 
α 

φ =  0.3 
α 

φ =  0.4 
α 

1.05 0.00 0.80633 0.61748 0.43769 0.27398 
1.05 0.20 0.80632 0.61780 0.43861 0.27513 
1.05 0.40 0.80642 0.61817 0.43937 0.27681 
1.05 0.80 0.80665 0.61909 0.44149 0.28027 
1.05 1.20 0.80706 0.62046 0.44440 0.28467 
1.05 1.60 0.80747 0.62228 0.44788 0.28958 
1.05 2.00 0.80808 0.62466 0.45215 0.29532 
1.05 2.50 0.80943 0.62857 0.45907 0.30408 
1.15 0.00 0.80625 0.61746 0.43764 0.27400 
1.15 0.25 0.80652 0.61839 0.43976 0.27687 
1.15 0.50 0.80681 0.61947 0.44188 0.27992 
1.15 0.75 0.80717 0.62069 0.44436 0.28316 
1.15 1.00 0.80754 0.62226 0.44692 0.28651 
1.15 1.25 0.80806 0.62392 0.44985 0.29027 
1.15 1.50 0.80864 0.62581 

 
0.29408 

1.25 0.00 0.80628 0.61745 0.43771 0.27391 
1.25 0.20 0.80645 0.61838 0.43936 0.27601 
1.25 0.40 0.80683 0.61929 0.44107 0.27808 
1.25 0.60 0.80706 0.62042 0.44304 0.28018 
1.25 0.80 0.80748 0.62159 0.44505 0.28251 
1.25 1.00 0.80788 0.62293 0.44719 0.28476 
1.25 1.25 0.80853 0.62486 0.45014 0.28807 
1.35 0.00 0.80618 0.61749 0.43774 0.27397 
1.35 0.20 0.80658 0.61830 0.43911 0.27527 
1.35 0.40 0.80684 0.61923 0.44048 0.27643 
1.35 0.60 0.80710 0.62021 0.44204 0.27775 
1.35 0.80 0.80753 0.62135 0.44367 0.27920 
1.35 1.00 0.80802 0.62263 0.44561 0.28069 
1.35 1.20 0.80852 0.62425 0.44760 0.28227 
1.50 0.00 0.80624 0.61741 0.43780 0.27400 
1.50 0.12 0.80642 0.61789 0.43815 0.27392 
1.50 0.24 0.80660 0.61822 0.43849 0.27386 



295 
 

 

 

1.50 0.36 0.80668 0.61867 0.43892 0.27373 
1.50 0.48 0.80688 0.61916 0.43943 0.27361 
1.50 0.60 0.80702 0.61962 0.43980 0.27364 
1.50 0.75 0.80736 0.62032 0.44063 0.27358 
1.70 0.00 0.80621 0.61743 0.43770 0.27392 
1.70 0.10 0.80638 0.61767 0.43764 0.27345 
1.70 0.20 0.80641 0.61789 0.43761 0.27289 
1.70 0.30 0.80659 0.61804 0.43758 0.27220 
1.70 0.40 0.80664 0.61828 0.43761 0.27156 
1.70 0.50 0.80682 0.61851 0.43769 0.27116 
1.70 0.55 0.80691 0.61861 0.43760 0.27076 
2.00 0.00 0.80632 0.61744 0.43765 0.27394 
2.00 0.06 0.80635 0.61755 0.43757 0.27357 
2.00 0.12 0.80643 0.61759 0.43740 0.27308 
2.00 0.18 0.80641 0.61759 0.43705 0.27283 
2.00 0.24 0.80641 0.61761 0.43692 0.27243 
2.00 0.30 0.80650 0.61758 0.43671 0.27200 
2.00 0.35 0.80659 0.61762 0.43660 0.27180 

q =  0.50 

λ 𝜀𝜀̂ φ =  0.1 
α 

φ =  0.2 
α 

φ =  0.3 
α 

φ =  0.4 
α 

1.05 0.00 0.67834 0.40106 0.18938 0.06011 
1.05 0.20 0.67872 0.40219 0.19103 0.06165 
1.05 0.40 0.67913 0.40335 0.19307 0.06334 
1.05 0.80 0.67998 0.40657 0.19809 0.06767 
1.05 1.20 0.68148 0.41096 0.20448 0.07330 
1.05 1.60 0.68350 0.41707 0.21296 0.08039 
1.05 2.00 0.68616 0.42492 0.22387 0.08955 
1.05 2.50 0.69125 0.43846 0.24192 0.10430 
1.25 0.00 0.67840 0.40103 0.18932 0.06012 
1.25 0.20 0.67969 0.40492 0.19446 0.06373 
1.25 0.40 0.68114 0.40912 0.20005 0.06762 
1.25 0.60 0.68276 0.41387 0.20618 0.07185 
1.25 0.80 0.68480 0.41919 0.21277 0.07651 
1.25 1.00 0.68713 0.42512 0.22045 0.08189 
1.25 1.25 0.69059 0.43417 0.23124 0.08934 
1.35 0.00 0.67831 0.40101 0.18938 0.06017 
1.35 0.20 0.67997 0.40556 0.19489 0.06329 
1.35 0.40 0.68175 0.41033 0.20075 0.06692 
1.35 0.60 0.68391 0.41586 0.20713 0.07087 
1.35 0.80 0.68632 0.42193 0.21444 0.07517 
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1.35 1.00 0.68912 0.42922 0.22256 0.08018 
1.35 1.20 0.69266 0.43796 0.23248 0.08583 
1.50 0.00 0.67842 0.40105 0.18938 0.06008 
1.50 0.12 0.67934 0.40373 0.19224 0.06124 
1.50 0.24 0.68055 0.40667 0.19521 0.06255 
1.50 0.36 0.68193 0.40985 0.19823 0.06382 
1.50 0.48 0.68332 0.41304 0.20160 0.06516 
1.50 0.60 0.68475 0.41656 0.20528 0.06669 
1.50 0.75 0.68701 0.42175 0.21028 0.06879 
1.70 0.00 0.67834 0.40105 0.18934 0.06015 
1.70 0.10 0.67928 0.40297 0.19055 0.05997 
1.70 0.20 0.68032 0.40495 0.19194 0.05981 
1.70 0.30 0.68129 0.40720 0.19345 0.05974 
1.70 0.40 0.68254 0.40948 0.19498 0.05963 
1.70 0.50 0.68375 0.41197 0.19661 0.05938 
1.70 0.55 0.68442 0.41343 0.19765 0.05930 
2.00 0.00 0.67843 0.40102 0.18931 0.06018 
2.00 0.06 0.67878 0.40151 0.18895 0.05928 
2.00 0.12 0.67929 0.40207 0.18855 0.05852 
2.00 0.18 0.67975 0.40261 0.18820 0.05764 
2.00 0.24 0.68028 0.40324 0.18783 0.05679 
2.00 0.30 0.68093 0.40406 0.18751 0.05598 
2.00 0.35 0.68135 0.40463 0.18727 0.05531 

q =  1.00 

λ 𝜀𝜀̂ φ =  0.1 
α 

φ =  0.2 
α 

φ =  0.3 
α 

φ =  0.4 
α 

1.05 0.00000 0.3757 0.08422 0.00752 0.00012 
1.05 0.20000 0.37673 0.08542 0.00792 0.00013 
1.05 0.40000 0.37785 0.08688 0.0084 0.00016 
1.05 0.60000 0.37916 0.08862 0.00894 0.00019 
1.05 0.80000 0.38064 0.09066 0.00966 0.00023 
1.05 1.00000 0.38258 0.09317 0.01053 0.00029 
1.05 1.20000 0.38472 0.097 0.0116 0.00036 
1.15 0.00000 0.37578 0.08421 0.00752 0.00012 
1.15 0.30000 0.37982 0.08944 0.00911 0.00019 
1.15 0.60000 0.38504 0.09613 0.01131 0.00032 
1.15 0.90000 0.39184 0.10458 0.01435 0.00054 
1.15 1.20000 0.40045 0.11561 0.01886 0.00097 
1.15 1.50000 0.41172 0.13053 0.02533 0.00183 
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1.25 0.00000 0.37578 0.08419 0.00751 0.00011 
1.25 0.20000 0.37979 0.08924 0.00893 0.00017 
1.25 0.40000 0.38462 0.09523 0.01077 0.00026 
1.25 0.60000 0.39054 0.10208 0.01307 0.00040 
1.25 0.80000 0.39705 0.11042 0.01604  
1.25 1.00000 0.40505 0.12048 0.01990 0.00098 
1.25 1.25000 0.41735 0.13638 0.02698 0.00174 
1.50 0.00000 0.37578 0.08418 0.00753 0.00012 
1.50 0.12000 0.38008 0.08883 0.00859 0.00015 
1.50 0.24000 0.38461 0.09386 0.00985 0.00019 
1.50 0.36000 0.38985 0.09953 0.01132 0.00024 
1.50 0.48000 0.3955 0.10588 0.01313 0.0003 
1.50 0.60000 0.40165 0.11304 0.0153 0.00039 
1.50 0.75000 0.41057 0.12351 0.01878 0.00055 
1.70 0.00000 0.37574 0.08419 0.00752 0.00012 
1.70 0.10000 0.38015 0.08851 0.00832 0.00013 
1.70 0.20000 0.38492 0.09313 0.00925 0.00014 
1.70 0.30000 0.39023 0.09828 0.01037 0.00016 
1.70 0.40000 0.39572 0.10409 0.01165 0.00019 
1.70 0.50000 0.4019 0.11055 0.01319 0.00022 
1.70 0.55000 0.40527 0.1142 0.01406 0.00023 
2.00 0.00000 0.37565 0.08417 0.00751 0.00012 
2.00 0.06000 0.37877 0.08662 

 
 

2.00 0.12000 0.38194 0.08909 0.0081 0.00011 
2.00 0.18000 0.38542 0.09181 

 
 

2.00 0.24000 0.38894 0.0947 0.00879 0.00011 
2.00 0.30000 0.39296 0.09796 

 
 

2.00 0.35000 0.39629 0.10097 0.00963 0.00011 
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The formation of protein condensed phases (e.g., aggregates, gels and crystals) from 

aqueous solutions is important in materials science, biology, medicine and biotechnology. 

However this process is not well-understood and physicochemical studies on protein 

condensation are fundamental for all the above areas. Protein condensation induced in the 

presence macromolecular additives is known as macromolecular crowding. Although this 

process is not well-understood, it is believed that the main action of these additives is to 

enhance protein condensation by depletion interactions related to the size of 

macromolecules.  

Polyethylene glycol (PEG), a hydrophilic nonionic polymer, is one of the most 

widely used macromolecular-crowding agents. Upon the addition of PEG with an average 

molecular weight of 1450 g/mol (PEG1450) to bovine serum albumin (BSA) aqueous 

solutions, protein condensation into oil-like spherical droplets is observed by lowering 



temperature. This phenomenon is related to liquid−liquid phase separation (LLPS). To 

investigate the crowding effect of PEG on protein condensation, two thermodynamically 

independent properties of the LLPS phase boundary were experimentally 

characterized:  (1) the effect of PEG1450 concentration on the LLPS temperature, (2) 

BSA/PEG1450 partitioning in the two liquid coexisting phases. A thermodynamic 

perturbation theory, which includes one parameter describing depletion interactions, was 

used to examine our experimental results. It was found that both independent properties 

of the phase boundary could be quantitatively described by the same value of the 

depletion-interaction parameter. However, the depletion-interaction parameter determined 

from our LLPS experiments was found to be significantly different from that theoretically 

obtained from the molecular size of BSA and PEG1450 by treating PEG as an ideal 

chain. The non-ideal behavior of the PEG chain was hypothesized as the main reason for 

the observed discrepancy. Thus, a more realistic model for the PEG chain was introduced. 

Monte-Carlo simulations were then performed to calculate novel values of the depletion-

interaction parameter from the size of BSA and PEG1450. It is then shown that our new 

model for PEG chains significantly improves the agreement between experimental results 

and theory. 

 The role of protein oligomerization on protein condensation was also investigated. 

It is shown that LLPS of protein aqueous solutions can be isothermally induced by 

protein oligomerization. For BSA and lysozyme as protein models, protein 

oligomerization in the presence of glutaraldehyde as a chemical cross-linker can evolve 

either towards the formation of cross-linked protein condensed droplets or macroscopic 

amorphous aggregation, depending on the LLPS properties of the protein monomer. 



Finally, laccase condensation from aqueous solutions was investigated. Laccase is 

an enzyme used in the petroleum, paper and food industry. The thermodynamic behavior 

of laccase condensation and the morphology of laccase condensed phases was observed 

to strongly depend on the nature of the additive (PEG or (NH4)2SO4). Interestingly, 

laccase condensation could be also induced by using liquid-liquid interfaces.  At low 

enzyme concentrations, it is shown that laccase condensation can be driven by BSA-

laccase cross-linking and BSA condensation. This has produced catalytically-active 

aggregates. The reported preliminary results on laccase provide the basis for more 

systematic experimental and theoretical investigations on this system. 
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